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ABSTRACT

KEYWORDS: Time-to-digital converter, TDC.

In this project, design of a front end circuitry for neutrino detectors is presented.
The system consists of a high speed front end amplifier and latching circuitry. A
time to digital converter (TDC) is used to measure the time of arrival of the input
with respect to a reference start. A delay locked loop is used to stabilize the delays
against PVT variations. A phase locked loop is used to generate a high frequency
clock from a low frequency input clock. A digital back-end is designed to process
the data digitally and to output a serial data stream.

The design is implemented in 0.13 µm CMOS process. The TDC has a reso-
lution of 125 ps and a range of 131 µs. It occupies 0.24 mm2 area and consumes
negligible static power. The DLL occupies 0.12 mm2 area and consumes a power
of 2 mW. The amplifier has a DC gain of 41.5 dB and a bandwidth of 513 MHz
and consumes 0.2 mW power. The design will be sent for fabrication in the UMC
0.13 µm CMOS process.
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CHAPTER 1

Introduction

Neutrino physics experiments in the last several decades have provided many new
and significant results. Many highly multi-disciplinary research groups are working
on neutrino detection and related research. The India-based Neutrino Observa-
tory (INO) is one such particle physics research project which primarily aims to
study atmospheric neutrinos. The neutrino detector of INO consists of a massive
magnetized iron calorimeter (INO, 2008). The primary detection mechanism is
via detection of muons produced in charged neutrino interactions. The detector
comprises of layers of iron sheets interleaved with planar active detector elements.
Each metal sheet contains a mesh of 32 by 32 readout channels. This helps us
to determine the (x, y) of the neutrino hit on a given metal sheet. The index of
the metal sheet will give us the z coordinate of the neutrino hit. We also need to
determine the timing of the neutrino hit with respect to a reference start. Upon
determining all these, we can know the (x, y, z, t) profile of the neutrino trajec-
tory. For this, we need to be able to detect the hit on a given plate and process it
accurately.

Avalanche mechanisms in the detector array give rise to a voltage spike which
needs to be processed using high speed circuits. Fast and high gain amplifier
along with latching circuitry is required to generate a digital signal which goes
high when a neutrino hit is detected. The time of the neutrino hit also has to
be measured with respect to a reference start. The system must be robust and
should be low power because high temperatures in the detector render cooling
mechanisms less efficient. The system proposed in this thesis is targeted to be of
use in these detectors. With this as the motivation for the thesis, we now proceed
to describe briefly the design of the proposed system.

1.1 Designed system

The system proposed in this thesis is shown in Fig. 1.1. The front-end amplifier
amplifies the input signal. The TDC measures the time interval between the
latched version of the amplifier output and a reference start signal. A delay locked
loop (DLL) is used to stabilize the delays in the TDC. A phase locked loop (PLL)



at the front end increases the frequency of the input clock. The output of the
TDC is processed in the digital back-end and output as a serial data stream. A
digital offset cancellation circuit is used to remove the effect of the input referred
offset of the amplifier. Since the event rate of neutrino hits is low, we can use
a low frequency clock for for the digital back-end since the data changes quite
infrequently. The clock frequency of the offset cancellation circuitry can also be
quite low since the reasons of offset are either process mismatch or temperature,
neither of which require a high speed correction technique.

PLL

TDC

ClkLF

Clk

Vinp Digital

Back End

+

-

+

-

DLL

Ref Start

Offset 
Canc.

Figure 1.1: The complete system

1.2 Overview of the thesis

The rest of the thesis is organized as follows.

Chapter 2 describes the basics of time to digital converters and the design of
our TDC. It also explains the design of the DLL which was used to stabilize the
delays.

Chapter 3 explains the design of the analog front end which consists of the
amplifier and a PLL.

Chapter 4 compiles all the simulation results and tabulates important char-
acteristics of the TDC and the DLL.

Chapter 5 concludes the thesis and discusses some possible future extensions
of this work.
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CHAPTER 2

Time to Digital Converters: Fundamentals and
Design

2.1 Introduction

A Time to Digital Converter (TDC) is a type of data converter which converts the
time interval between two inputs into a digital code. This kind of conversion is
useful in time measurement as well as for encoding data on the time axis, a recent
area of research called time mode signal processing (TMSP). High resolution TDCs
thus have applications in a number of measurement systems, e.g. time-of-flight
particle detectors, laser range-finders, logic analyzers and clock jitter and skew
measurement. In many applications, the time of arrival of a signal is measured with
respect to a reference start and hence measuring arrival time of a signal is also the
same as measuring the time interval between two signals. The focus of our design
is on using a TDC to record the timing of neutrino hits. A neutrino hit generates
a small voltage (few mV amplitude) which can be processed to obtain a digital
signal. Our interest lies in measuring the time interval between this signal and
a reference start. The parameters to be considered while evaluating a particular
architecture are its resolution, range, power consumed, area and susceptibility to
PVT variations.

The simplest implementation of a TDC is just a counter which measures the
number of clock cycles between the two inputs. While this offers simplicity, its
time measurement resolution is limited to one clock period of the counter’s clock.
Increasing the counter clock frequency to improve the resolution can be infeasible
either due to limitation of speed in the existing technology or because of increased
power dissipation. There are many alternative techniques to achieve higher timing
resolutions. We will discuss three common techniques and advantages and issues
with each of the techniques. The design of the TDC with the chosen architecture
will be explained in the next section.



2.2 TDC architectures

2.2.1 Flash or single delay line

The delay line architecture (Abas et al., 2007) is in principle similar to the working
of a flash ADC. In a flash ADC the input voltage is compared to a set of volt-
ages uniformly distributed between the maximum and the minimum voltage. The
output thermometer code encodes the input voltage in a digital form. A delay
line based TDC works on a similar concept. The input time period is in essence
compared to a set of time periods and a thermometer code is generated. Let the
time interval between the two signals be T , the time to be digitized. The start
signal i.e. the signal which arrives before the other is passed through a delay chain
of n delay elements each having a delay Td as shown in Fig. 2.1. So, the output of
the ith delay element (0≤i≤n) is delayed by an amount iTd w.r.t the start signal.
The output of each delay element is compared with the stop signal to determine
when the delayed outputs cross the stop signal. If the output of the jth element
crosses the stop signal for the first time, then

(j − 1)Td < T < jTd

Flip flops are used to determine if the outputs of the delay elements have crossed
the stop signal. The range of measurement is nTd.

The advantage with the delay line based TDC is the simplicity of design that
it offers. The design just requires a chain of inverters and flip flops. The disad-
vantages are that it has a timing resolution Td which cannot be less than twice the
minimum inverter delay in the given technology. In addition to that, the inverter
delays are highly dependent on process and to a lesser extent on supply voltage
and temperature variations which tend to make the TDC’s resolution PVT de-
pendent. This can be overcome by using a DLL to stabilize the delays, which
increases power dissipation and total area.

2.2.2 Vernier delay line

Vernier line TDC (Abas et al., 2007),(Li and Chou, 2007) works on a principle
similar to that of Vernier calipers. The idea is to delay the start and stop signals by
different amounts and to let the start signal “catch up” with the stop signal. The
start signal is passed through a delay chain having n delay elements each having a
delay T1. The stop signal is also passed through a delay chain with each element

4
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Figure 2.1: Flash or single delay line TDC.
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having a delay of T2(< T1) as shown in Fig. 2.2. So, after each delay element,
the time interval between the delayed start and delayed stop signals reduces by an
amount ∆T = T1 − T2. Eventually, the delayed start signal will cross the delayed
stop signal. Like in the single delay line architecture, flip flops determine when the
start signal crossed the stop signal. If the crossing occurs after the jth element,
then

(j − 1)∆T < T < j∆T

Thus, the Vernier delay line is able to achieve a timing resolution of T1−T2 which
can be many times smaller than T1 or T2, which is what is achieved by a flash
TDC. The disadvantage is increased area and the need for two DLLs to lock the
two delays T1 and T2. A single DLL can also be used to lock the two delays but
the circuit complexity and area goes up.

2.2.3 Time to amplitude converter

This architecture (Abas et al., 2007) is different from the others in that it is a
purely analog architecture. A current source is used to charge a capacitor during
the interval between the two signals as shown in Fig. 2.3. The voltage across
the capacitor ramps up and the final voltage is directly proportional to the time
interval between the two signals. An ADC is used to generate the digital output
from this voltage. Parasitics and input capacitance of the ADC at the capacitor
terminal change the charging rate at that node. To reduce the effect of these added
capacitances, a higher capacitance has to be used. The advantage of this scheme
is that it does not require a DLL. The disadvantages are high power dissipation,
large area due to the capacitor and need for a high resolution ADC, which might
nullify the area advantage of not having a DLL.

2.2.4 Other architectures

Other techniques exist for measurement of time intervals which were not simu-
lated. One of them is the pulse shrinking technique where the time interval to be
measured is shrunk by a constant factor α every cycle till the time interval cannot
be measured. Number of cycles taken can be used to determine the input time
interval. This method requires a very stable feedback loop and a pulse shrinking
cell, both of which are not very easy to design. Another approach is to use two
oscillators running at slightly different frequencies, one enabled by the start signal
and other enabled by the stop signal. After some cycles, one oscillator output

6
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will cross the other and the number of cycles elapsed gives an indication of the
input time interval. The big advantage with this method is that mismatch in the
individual delay elements does not affect the TDC non linearity as long as the
total periods of the two oscillators are locked. The disadvantage is that we need
two oscillators which are locked to slightly different frequencies.

2.2.5 Comparison

Flash TDC offers a very simple and robust design. Vernier TDC is similar to
flash TDC, but offers higher resolution at the expense of more area and higher
complexity. Other architectures also have a potential of providing higher resolution
at the expense of area, power and complexity. The resolution requirements of the
INO project however can be met by a flash TDC. A high range, less area and
low power solution is desired. So for the present work, a flash TDC architecture
was chosen. A DLL was used to stabilize the delays against PVT variations. The
exact architecture and design details are discussed in the next section.

2.3 TDC: Designed system

The architecture chosen for designing the TDC is a composite coarse-fine archi-
tecture. The main idea is to measure the time as sum of two parts: one measured
by a coarse counter which gives a very high range but low resolution and the re-
maining part measured using a high resolution method which has a lower range.
Consider the two inputs as shown in Fig. 2.4(b). Let the time interval between
the two inputs be ∆T , the time to be digitized. The time interval ∆T can be split
into three parts T1, T2 and T3 w.r.t a system clock as shown in the figure. T1 is
the time between the start signal and the next rising edge of the clock. Similarly
T2 is the time between the stop signal and the rising edge immediately after it.
T3 is time between the two rising edges of the clock mentioned above. Clearly,
T1, T2 < Tclk and hence have to be measured by a fine TDC whereas T3 > Tclk and
can be arbitrarily large within the range of the TDC. Hence it is measured using
a coarse TDC. Also we have, ∆T = T3 + T1 − T2.

8
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Figure 2.4: (a) The TDC system (b) Input signals and clock.

The block diagram of the complete design is shown in Fig. 2.4(a). A timing
logic block extracts the signals corresponding to the intervals T1 and T2 and feeds
them to the fine TDCs. It needs to ensure that the signals it outputs have the
same time interval as the inputs it receives. This means ensuring identical design,
similar loading and symmetric layout of devices on the signal path. It feeds the
coarse TDC with a signal corresponding to the interval T3. The fine resolution
measurement of T1 and T2 is performed by the fine TDC and T3 is measured by
the coarse TDC. The thermometer coded output of the fine TDC is corrected for
’bubbles’ and is converted to binary in the digital back end and ∆T is calculated
from T1, T2 and T3. T1 and T2 are measured with 5 bit resolution and T3 is
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measured with 15 bit resolution. A serializer circuit in the digital back end converts
the 16 bit parallel TDC output into a serial output data stream at a lower clock
rate. Each of the blocks in Fig. 2.4(a) are explained below.

2.3.1 Timing logic

The timing logic block extracts the signals which need to be sent to the fine and
coarse TDC. For the coarse TDC, whose implementation essentially involves just a
counter, the timing logic block generates an enable signal. This enable signal goes
high with start signal and goes low with arrival of the stop signal. The coarse TDC
should count the number of clock cycles when this enable is high. For extracting
signals to be sent to the fine TDC, a simple implementation using only flip flops
was chosen as shown in Fig 2.5

Start/Stop

Clock

Start/Stop

X1

Clk

X2

DFF1 DFF2

Tcq-DFF1

Tcq-DFF2

X1

X2

T1

T1’

T1’ = T1 + (Tcq-DFF2 - Tcq-DFF1)

(a)

(b)

DFF0

Vdd

Clk

Vdd’

Figure 2.5: Timing logic block.

As shown in the figure, the interval T1 between the start/stop signal and the
clock has to be extracted into two step signals spaced by the same amount. When
the start/stop signal goes high, X1 goes high. X2 goes high the next time clock

10



goes high. Hence the signals X1 and X2 are the signals that have the same interval
as the interval between the start/stop signal and the next clock edge. It can be
argued that we can directly use the start/stop signal instead of X1 but then the
outputs will be spaced by Tcq−DFF2 instead of Tcq−DFF2−TcqDFF1, as in the current
design. Since the two DFFs are assumed to be matched, we can expect the output
interval to be almost the same as the input interval. Simulations however showed
that the delay also depends on the amount of current drawn from the D input of
the flip flops. If the D input of DFF1 is connected to the voltage source Vdd, it
can draw more current than DFF2 which is connected to the output of DFF1. To
rectify this, we connect DFF1 input also to a flip flop output, assuming that the
start/stop signals arrive at least one cycle after the reference clock has started.
The outputs X1 and X2 are given to the fine TDC. Since X1 is loaded by DFF2 as
well as the fine TDC whereas X2 is loaded only by the fine TDC, the delay of flip
flops can be different. This can easily be rectified by loading X1 with a dummy
load identical to the input capacitance of the fine TDC.

2.3.2 Coarse TDC

The coarse TDC is basically a 15 bit digital counter with a clock period of 4
ns. It is enabled with the start signal and disabled with the stop signal. It uses
the reference clock running at 250 MHz for its counting. It was implemented in
Verilog and synthesized and routed using automated CAD tools Design Vision
and Encounter. It can measure time periods till 215 clock cycles or 131µs. The
range of the complete TDC is same as the range of the coarse TDC. This range
is highly scalable since the number of bits of the counter can be increased almost
arbitrarily. The serializer at the output ensures that the number of pins does not
become a limiting factor in scaling the range. The area consumed by the coarse
TDC is 80µm × 20µm.

2.3.3 Fine TDC

The fine TDCs measure the remaining two time intervals with a fine resolution
of 125 ps and a range of 4 ns. As mentioned before, a single delay line or flash
architecture shown in Fig. 2.1 was chosen. The start signal is passed through a
delay chain of 32 delay elements each having a delay Td = 125 ps. The number of
delay elements is chosen to be a power of 2 so as to completely utilize the bits of
the output binary code. The output of the ith delay element (0≤i≤n) is delayed
by an amount iTd w.r.t the start signal. The output of each delay element is

11



compared with the stop signal to determine when the delayed outputs cross the
stop signal. If the output of the jth element crosses the stop signal for the first
time, then

(j − 1)Td < T < jTd

. Flip flops are used to determine if the outputs of the delay elements have crossed
the stop signal. The output is a thermometer code where the number of 1’s in the
code represents the number of LSBs in the input.

The delay elements in the simplest implementation can be just a pair of in-
verters in series. But if the delay elements are chosen to be buffers made from
inverters, then the delay of each element varies significantly with variations in
process, supply voltage and temperature. Simulations show that between the ss
(slow) and the ff (fast) process corners, the inverter delay varies by 60% of its
value at the tt (typical) corner in the 130nm CMOS process. This would result
in the LSB resolution being strongly dependent on process variations. Also, in a
composite coarse-fine architecture such as this, it is necessary that the range of
the fine counter be the same as the resolution of the coarse counter. The range of
a simple inverter chain can vary by 60% across the corners, making it infeasible for
the coarse-fine architecture to work correctly. So we need delay elements whose
delay does not change with process variations.

One approach is to use a voltage controlled delay unit (VCDU) where the
control voltages are adjusted so as to give the same delay in spite of process
variations. The voltages are tuned by a DLL (Section 2.4) which is locked to a fixed
delay. The VCDU is basically similar to an inverter with additional transistors to
control the current used to charge or discharge the output. The topology shown
in Fig 2.6 is called current starved topology since the top and bottom transistors
’starve’ the transistors in the signal path for current.
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Figure 2.6: Voltage controlled delay unit (VCDU)

The transistors M1,2,3,4 provide a current to the transistors M5,6,7,8 which de-
pends on the control voltages Vc and Vcb. This controls the delay from the input to
the output of the VCDU. The transistorsM9,10,11,12 are used to ensure that there is
a finite delay between the input and output in case the control voltage Vc falls be-
low the threshold voltage of M3,4. This can happen during the initial cycles when
the DLL which generates the voltages Vc and Vcb is yet to lock. An alternative
possibility exists for making a VCDU where the supply pin of a standard inverter
is replaced by the control voltage. While this does ensure dependence of delay on
control voltage, the drawback is that current is drawn from the control voltage
node which may result in the control voltage change. The VCDU implemented in
this design has only gate capacitance loads at Vc and Vcb and hence current drawn
is much lesser.

The VCDU delay characteristics are shown below for various process corners
along with the voltages corresponding to a delay of 125ps. As we can see, all three
voltages are well within the swing limits of the charge pump which drives these
voltages and also above the threshold voltage of the transistors in the VCDU.

The delayed start signal is compared with the stop signal by the D flip flops to
determine which signal arrived first. The stop signal is fed to the D input and the
delayed start signal is fed to the clock input. If the stop signal has arrived more
than one setup time before the delayed start signal, then the output will be a logic
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Figure 2.7: VCDU Characteristics. The voltages shown correspond to 125 ps de-
lay.

1 otherwise a 0. In case the start and stop signal arrive within one setup time of
each other, the D flip flop will go into a metastable state where the output can be
unpredictable. This also causes the TDC characteristics to be unpredictable for a
duration of one setup time near each code transition. So, there is a need to reduce
the setup time of the flip flops. We can do so by modifying the standard master
slave topology a little (Zhou et al., 2001). Consider a master slave topology of a
D flip flop as shown in Fig 2.8(a)

When the clock φ is low, the data D is loaded to node A and held at the
output of the master stage. When the clock goes high, this data is propagated to
the output terminal. Now assume that the data changes before the clock changes
from 0 to 1. This change in data has to propagate to the node B. If the clock
arrives before the change of data has propagated to the node B, the previous value
of data will be propagated to the output. There’s a “race” condition where the
node A is being driven by two different sources and there will be some delay before
one of the values is latched on. So, we can say that in the worst case, the setup
time is given by

tsu = tG1 + tINV 1 + tINV 2 + tG2 + trace
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time D flip flop.
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The modified design uses two clock phases, one for gate G1 and other for gate
G2. Gate G2 is given the delayed clock phase φd and G1 is given the clock φ.
When φ goes high, φd is still low and hence if some new data was written on the
D input, it can propagate through G1− INV 1 path without the INV 2−G2 path
affecting the data value. The setup time is hence greatly reduced and the setup
time in this case is given by

tsu−new = tG1 + tINV 1

Simulations show that the modified design has a setup time of 14 ps while the
original design had 65 ps setup time.

The other possibility i.e. with delayed start at the D input of flip flop also
works but the capacitance looking into the D input depends on the value of the
clock and hence results in delay mismatch between different delay elements.

2.3.4 Digital back end

The digital back end consists of digital circuitry which takes input from the output
of the main TDC circuitry. The digital back end can run at very low frequencies
since the expected event rate in neutrino experiments is very low. The back-
end consists of an adder circuit which adds the number of ones in the output
thermometer code. Apart from this, we also have adder/subtracter circuitry for
adding and subtracting TDC outputs so as to obtain ∆T = T3 + T1 − T2. The
output digitized time interval is 16 bits in size. To avoid dedicating 16 pins for this
output, we use a serializer which sends output serial data. The serializer circuit
is simply a counter which counts till 16 and assigns one TDC output bit to the
serial output in each cycle. As mentioned above, the neutrino hits rates are quite
low and somewhat arbitrarily, a serializer clock rate of 40 kHz was chosen, which
implies a serial clock rate of 640 kHz. This means that the 16 bit measurement
data is transmitted from the output approximately every 1.56 µs.

The digital back end, not being too stringent in its speed and accuracy re-
quirements was synthesized, placed and routed used automated CAD tools Design
Vision and Encounter. The area consumed is 130µm × 80µm.
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2.4 Delay locked loop

As mentioned before, we need to ensure that the delay of the VCDU is constant
in spite of process variations. For this purpose, we use a DLL which locks the
delays of its elements to a fixed value. It does so by altering the control voltages
using a feedback loop. If the delay elements in the DLL and the TDC are designed
and laid out in an exactly identical manner, the delays in the TDC will also be
constant in spite of process variations. Block diagram of a DLL is shown in Fig.
2.9. The working is similar to that of a PLL except that the VCO is replaced by
a delay line and no frequency division takes place. The phase frequency detector

Vc
PFD

Charge
Pump

clk UP

UPb

DN
DNb

VCDU VCDU VCDU

øin

øref

C0

Figure 2.9: Delay Locked Loop

(PFD) detects the phase difference between the input clock and the feedback
signal. Depending on which signal is lagging, the PFD gives UP and DN output
signals so as to correct the phase difference. The charge pump changes the control
voltage of the delay line appropriately so as to reduce the magnitude of the phase
difference at the input of the PFD. The DLL designed as part of this project has
32 delay elements and an input clock of period 4 ns. So, each delay element is
locked to 125 ps. This delay is replicated in the delay line of the TDC by using
the same control voltage and nominally identical design of delay line. Assuming
PVT variations affect the delay line in the DLL and that in the TDC identically,
the delays in the TDC will also be 125 ps, independent of PVT variations. We
now describe the design of each of the components of the DLL.

2.4.1 Phase frequency detector

The PFD is used to detect the phase difference between its input signals. A
standard architecture is used with slight modifications. The basic architecture is
shown in Fig 2.10(a). Let us assume that the feedback signal is lagging the input
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clock by ∆t > 0. In this case, the outputs of the PFD will be as shown in Fig
2.10(b)

Vdd

Øin

Øref

RST

RST

D

CLK

Q

D

CLK

Q

UP

DN

Reset Path

Øin

Øref

UP

DN

t

treset

(a)

(b)

Figure 2.10: (a) Archituecture of PFD (b) Input output waveforms

Here treset is the reset delay which is the sum of delay through the reset path
shown in the figure and the clock-to-Q delay of the FF. UPb and DNb are just
complements of UP and DN. Now, in a standard implementation, the four signals,
UP, DN, UPb and DNb are directly fed to the charge pump. Since ∆t > 0, the
upper branch of the charge pump charges the output during the interval ∆t and
both the branches are ON for the time interval treset. If the current being pumped
out of the charge pump is same as the current being pulled in, the net charge
deposited on the capacitor C0 during the interval treset is zero and the output
voltage of the charge pump doesn’t change. However due to random process and
systematic design mismatches, the two currents are not the same. In this case,
the output voltage of the charge pump changes even during the reset period. This
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results in a non-zero locking offset in the DLL. The locking offset is given by

toff = Imis
I0

treset

where Imis is the mismatch between the currents in the charge pump and I0 is the
nominal current. To avoid this problem, the following method was used.

The signals UP and DN have a common period of duration treset when both
of them are ON. Instead of giving the signals as they are to the charge pump, we
can remove the common period by simple digital logic and feed the charge pump
with just one (say UP) of the signals which is high for the duration ∆t. The DN
signal is identically zero. Similarly, for ∆t < 0, DN is high for the duration ∆t
and the UP signal is identically zero. The common interval is removed by taking
the AND of UP and DNb and that of UPb and DN and using them as UP and
DN respectively in the charge pump. This removes the constraint of the charge
pump currents to be identically matched. The signals are shown in Fig 2.11 for
clarity.

UP

DN

UP.DN

UP.DN

Figure 2.11: Removal of reset delay from UP and DN signals

Simulations results showed the original design as having a locking offset of 198
ps while the modified design has a locking offset of 4 ps.

2.4.2 Charge pump

The charge pump is used to adjust the control voltage of the delay elements
depending on the outputs of the PFD. The charge pump should pump a current
I0 into the output when the UP signal is high and should pull out the same current
when the DN signal is high. A simple architecture with four switches is used as
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shown in Fig 2.12. When UP is high, i.e UPb is down, DN must be low because
of the chosen topology of the PFD. Hence the current from the top current source
is pumped into the output node and the output voltage increases. Similarly when
DN is high and UP is low, the bottom current source pulls out current from the
output node, causing the output voltage to reduce. The drains of the transistors
in the other branch of switches are connected to Vcm = 600mV so as to have an
output DC operating point near Vcm. A current of 10µA and 50µA is chosen for
the mirror circuitry and the switches respectively. The circuit diagram with the
sizing of transistors is shown in Fig 2.12.

VddVdd

I0

Vout

UPb

DNDNb

UP

Vcm

M0 M1 M3

M4 M5

M7M6

M2

M0, M1 2.12um/1.5um

M2 3.6um/1.5um

M3 10.6um/1.5um

M4, M5 1.2um/0.12um

M6, M7 4.02um/0.12um

I0, Vcm 10uA, 600mV

Vdd

M8

M8 18um/1.5um

Figure 2.12: Charge pump circuit

The transistors in the mirror circuitry are chosen to be long so as to reduce
the channel length modulation effect and hence to increase the accuracy of the
mirroring. The transistors which are used as switches have minimum length so as
the increase the switching speed.
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2.4.3 Delay line

The delay line is replicated from its implementation in the TDC so as to ensure
that the delays in the TDC are the same as the delay to which each delay element
in the DLL locks. The loading and physical layout of the delay line is hence kept
exactly the same as in the TDC.

Since the VCDUs use two control voltages having opposite incremental polarity,
we need to generate them both in the DLL. Vcb is generated from Vc using the
circuit shown in Fig. 2.13. The sizing ensures that the incremental gain from Vc

to Vcb is -1. The sizes are chosen large since Vcb has to drive a large number of
VCDUs.

Vc

Vdd

Vcb

M2

M1

M1 7u/0.12u
M2 15u/0.12u

Figure 2.13: Control voltages

2.5 TDC non linearities

In the analysis so far, it was assumed that all the elements in the delay line have
identical delays. This assumption is in fact not correct because of the mismatch
between devices on an IC. The main cause of mismatch in delays is the mismatch
in threshold voltages of transistors. We develop here a model for the delay of
the delay elements in terms of the transistor parameters β and Vth. We will then
quantify the non linearity of the TDC output code due to process variations in
these parameters.

Consider a falling input transition as shown in Fig 2.14. We assume that
the rise and fall times of all the delay elements are same. This is because we
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have designed the delay unit to have equal rise and fall times. Also, the rise/fall
time of each element is same as that of the other element because in case of
long inverter chains, the rise and fall times become constant as the signal travels
through the chain. Let the rising/falling times be tf = tr. As the input begins to
fall, the output starts rising after the transistor M1 comes out of cut-off region.
This happens when the input falls one Vt below Vdd. Hence this delay, td is
proportional to the falling time of the input. Simulations show td = tf

2 for a
wide variety of loads and input slews. If the output rise time is tr, the delay
between Vdd/2 transitions of input and the output is td+(tr− tf )/2. As discussed
above, we can assume tf = tr and hence the delay of the delay element is td = tf

2 .
So, we basically need a model to calculate tf from the transistor parameters.

Tr

Tf

Vp0

Vdd

Vdd

Vdd

Td

Vin

Vout

Vp

t

t

t

Figure 2.14: VCDU - Input, output and intermediate node waveforms

For this purpose, we consider the working of the delay element in more detail.
Consider the voltage controlled delay unit as shown in Fig. 2.15. We neglect the
additional two transistors which were used to ensure delay propagation in case
of Vc = 0. The transistors Mp and Mn control the amount of current used to
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Figure 2.15: VCDU and its approximate equivalent

charge or discharge the output capacitor. The nodes Vp and Vn vary a little while
charging or discharging the output. The variation however is small enough for the
transistors Mp and Mn to remain in linear region. Hence we can assume them
to be resistors. We consider only the falling transition here and we can replace
the transistor Mp by a resistance Rp = 1

βp(Vsg−Vcb−Vthp)
. When the input goes low,

Vp starts reducing since the current pulled by M1 is more than the current being
pulled from Vdd. At some point, the voltage starts rising back and goes to its
initial value of Vdd. This happens when the current being pulled by M1 out of Vp
is same as the current being pulled from Vdd. Let the minimum voltage at node
Vp be Vp0. We get,

Vdd − Vp0
Rp

= β1VdsM1(Vp0 − Vth1)

Assuming that Vp has equal falling and rising times, we can assume Vout ' Vdd
2 for

calculating Vp0. Expanding, we get

V 2
p0 − Vp0

(
Vth1 + Vdd

2 −
1

β1Rp

)
+ Vdd

(
Vth1
2 − 1

β1Rp

)
= 0 (2.1)

Using the sizes and operating points from our design, we get Vp0 = 0.91V
which is close to the simulation result of 0.96V . We are however more interested
in using this to determine an expression for the delay which will help us determine
the impact of threshold voltage mismatch on the TDC linearity. Since the final
voltage at Vp is same as the initial voltage, no net charge is deposited at this
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node. Hence, all the current that was pulled from Vdd through the resistor was
used to charge the output capacitor. The current waveform through the resistor
shown in Fig. 2.15 is also triangular since Ip = Vdd−Vp

Rp
and we have modeled

the waveform of Vp as triangular. Hence, if the maximum current is Ip0, then the
average current will be Ip0

2 . So, if the rise time of the output is tf , then the average
charge deposited at the output is Ip0tf

2 . Assuming the capacitance at the output
to be C, and equating the charge deposited to CVdd, we get

tf = 2CVdd
Ip0

Expressing in terms of Vp0 and using td = tf
2 , we get

td = CVddRp

Vdd − Vp0

where Vp0 is given by (2.1). To quantify the variation in delay due to variation in
threshold voltages, we consider the partial derivatives ∂td

∂Vth1
and ∂td

∂Vthp
. Differenti-

ating (2.1) and solving, we get

∂Vp0
∂Vth1

= Vth1 − Vdd/2
2Vp0 − Vdd/2− Vth1 + 1

βR

From td = CVddRp
Vdd−Vp0

we get

∂td
td

= ∂Vth1
(Vdd − Vp0)

Vp0 − Vdd/2
2Vp0 − Vdd/2− Vth1 + 1

βR

Similarly, for small changes in Vthp, we get

∂td
∂Vthp

= CVddRp

(Vdd − Vp0)2
∂Vp0
∂Vthp

+ CVdd
(Vdd − Vp0)

∂Rp

∂Vthp

= CVddRp

(Vdd − Vp0)2

 (Vth1 − Vdd)βpβ1

2Vp0 − Vdd/2− Vth1 + 1
βR

+ CVdd
(Vdd − Vp0)

(
1

βp(Vdd − Vc − Vthp)2

)

∂td
td

=
 −βp

β1
∂Vthp

2Vp0 − Vdd/2− Vth1 + 1
βR

+ ∂Vthp
βpRp(Vdd − Vc − Vthp)2

Using C = 10fF (from transistor sizes and parasitic capacitance density of
10fF/µm2), Vth1 = Vthp = 0.3V and β = 75µA/V 2 , we get

δtd
td

= 0.67δVth1 + 2.38δVthp
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Table 2.1: Mismatch in delays for nominal delay of td = 68ps
δtd: Simulation δtd: Model

∆Vth1 = 5mV 290fs 245fs
∆Vthp = 5mV 845fs 810fs

The delay block was simulated by slightly varying Vth1 and Vthp and results are as
shown in Table 2.1. We can see that the model is reasonably accurate in modeling
the delay.

As a final step, we calculate the variance of the mismatch from the known
value of variance of threshold voltages. We know that σ(Vth) = AV T√

WL
. For 130nm

UMC process, we have AV T = 4mV µm. So, we get, for our sizes, σ
(
δtd
td

)
= 0.011.

Hence, we have σ (δtd) ' 0.01LSB. Hence the differential non linearity (DNL) of
the TDC output code has a variance of 0.01 LSB. The integral non linearity (INL)
is zero for the the codes at the ends because the total delay is locked by the DLL.
The INL peaks in the middle and attains a maximum of

√
32
2 σ

(
δtd
td

)
' 0.03 LSB.

Hence we see from our analysis that the DNL and the INL are both well below
0.1 LSB.
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CHAPTER 3

Analog Front-End

As mentioned in introduction, this design is intended to be used in a neutrino
observatory apparatus. The apparatus aims at tracking the trajectory of neutrinos
as they pass through the region of interest. The apparatus consists of a vertical
stack of iron plates. Each plate has a mesh of 32 by 32 readout channels. This
helps us to determine the (x, y) of the neutrino hit on a given metal plate. The
index of the metal plate will give us the z coordinate of the neutrino hit. We also
need to determine the timing of the neutrino hit with respect to a reference start.
Upon determining all these, we can know the (x, y, z, t) profile of the neutrino
trajectory. For this, we need to be able to detect the hit on a given plate and
process it accurately. At the location of the hit, a small voltage is generated due
to avalanche mechanisms of the materials used between the plates. The voltage
spike is about 1 mV in amplitude and is about 10-20 ns wide. We want to take
this as the input to our system and determine all the required parameters like
amplitude, width of pulse etc. The associated front end circuitry is discussed in
this chapter.

3.1 Front end amplifier

The voltage spike at the input of our system has to be first amplified to be able
to process it further. As mentioned above, the amplitude of the spike is around 1
mV. So,we choose the gain of the amplifier to be 100 so that the output will have
an amplitude of around 100 mV which can be used by an ADC to digitize the
spike. The rise time of the spike is about 1 ns. So, the bandwidth of our system
should be such that around 3 time constants are around 1 ns. From this, we get
a bandwidth of 478 MHz. Hence, we choose the specifications of our amplifier as:
a gain of 100 and a bandwidth of 500 MHz.

Note that the amplifier can be used in an open loop configuration to get high
bandwidth since the gain of 100 is not a stringent requirement. So the stability of
the amplifier is not an issue for designing the amplifier. So, we can have multiple
poles before the unity gain frequency as long as the -3dB bandwidth meets the
requirement of 500 MHz at all process corners. Since short channel transistors



are used for high bandwidth, gain per stage is small and we have to use multiple
stages to achieve the gain. The standard topology of a fully differential amplifier
with active loads can be used. However, we then need to use a separate common
mode feedback circuitry to stabilize the common mode. Also, the active loads add
significant parasitic capacitances at the output of each stage, making the target
bandwidth of 500 MHz difficult to attain. So, rather than going for a topology
with active loads, which is generally used for achieving very high gains, we can
go for a differential pair with resistive loads. Here the output common mode is
automatically set as the DC operating point and the parasitic capacitances of the
resistors are much less than that of transistors. Four stages were used for this
amplifier.

An additional constraint we haven’t discussed yet is that the input from the
metal plates has a zero DC voltage. If we use the first stage as an NMOS one, we
need to AC couple the input to provide for a DC bias for the NMOS differential
pair. This will increase the size of the design, as coupling capacitors can be bulky.
Instead of using coupling capacitors, we can use an input PMOS stage to which
the input can be directly applied. This also helps for noise purposes, since the
flicker noise of the a PMOS transistor is lower than that of an NMOS. So, we
choose the first two stages as PMOS stages and the next two as NMOS stages.
The designed amplifier with the transistor sizing is shown in Fig 3.1.
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Figure 3.1: Amplifier circuit diagram
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Figure 3.2: Cascode current mirroring scheme

A cascode current mirroring scheme is used as shown in Fig 3.2. This helps
in more accurate mirroring since it uses identical Vds in addition to identical Vgs.
The stages are not AC coupled and the output of one stage is directly fed to the
next stage. This helps in saving the area of coupling capacitors and also allows
the offset cancellation schemes to work.

The AC magnitude response is shown in Fig 3.3 below. The transient response
for a 1 mV spike is shown in Fig 3.4 with the output scaled by a factor of gain so
as to plot both of them on same scale. We can see that the gain is more that 100
and the shape of the output is almost same as the input shape.
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3.1.1 Offset cancellation

While the amplifier design as mentioned above works at all process corners, it
does not consider random mismatch between the elements and assumes them to
be exactly identical. We know that in reality this is not the case. The threshold
voltages and current factors of the transistors can vary because of random dopant
fluctuations. Even the resistors which are assumed to be nominally identical may
not be so. This results in the two branches of each stage of the amplifier to be
slightly different from each other. This means that the differential output will not
be zero even if the input difference is zero, i.e, the amplifier has an input referred
offset. Whether this is a serious problem or not depends on the extent of mismatch
and so we need to quantify the input referred offset voltage. The mismatch of the
stages after the first one affect the input referred offset to a much lesser extent
because of gain preceding those stages and hence we consider only the effect of
mismatches in the first stage.

Consider the first stage of the amplifier as shown below. The DC operating
points are also mentioned, as they affect the extent of the effect of mismatch.

Vinp Vinm

V
om

1

V
op

1

Vdd

R1 R2

0 0

585mV

627mV

270mV270mV

Vt1,ß1 Vt2,ß2

Figure 3.5: Amplifier: First stage

We want to determine the input voltage for which the output voltage is zero.
Let us assume that the threshold voltage, current factor and resistance value of
the first branch are given by Vt1, β1 and R1 and let the corresponding values for
the second branch be Vt2, β2 and R2, where Vt2 = Vt1 + ∆Vt, β2 = β1 + ∆β and
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R2 = R1 +∆R. Let the current in the two branches be I1 and I2 = I1 +∆I. Since
Voff = Vgs1 − Vgs2, we have

Voff =
√

2I1
β 1

+ Vt1 −
√

2I2
β 2
− Vt2

Simplifying, we get

=
√

2I1
β

1−

√√√√√1 + ∆I
I1

1 + ∆β
β

−∆Vt

Using that ∆I
I

& ∆β
β
<< 1 and that I1R1 = I2R2, we get

Voff = 1
2

√
2I1
β

(
∆R
R

+ ∆β
β

)
−∆Vt

Hence,

σ2 (Voff ) =
(
Vgs − Vt

2

)2 (
σ2
(

∆R
R

)
+ σ2

(
∆β
β

))
+ σ2 (∆Vt)

Using the 130nm UMC parameters for mismatch, we have σ (∆Vt) = AV T√
WL

where AV T = 4mV µm, σ
(

∆β
β

)
= Aβ√

WL
where Aβ = 1.5%µm. Neglecting resistor

mismatch and using these values along with DC operating point information and
sizes, we get 3σ(Voff ) = 30 mV. So the offset will be less than or equal to 30
mV with 99.7% probability. But if the offset voltage is actually 30 mV, then the
output will be saturated and will not change upon arrival of the pulse. Even if the
offset is anywhere greater than 12 mV (23% probability), the output will saturate
to Vdd = 1.2 V. Clearly, we cannot use this amplifier as it is. We need to cancel
the effect of the offset. There are a few alternatives, and we discuss them and the
chosen method is explained thereafter.

One method is to use AC coupling capacitors at the output which remove the
DC offset and only the AC signal is passed. While this does remove the effect
of the DC offset, the problem here is that if one of the intermediate stages goes
into saturation, the transient signal may not be seen at the output at all. To
correct this, we need to put coupling capacitors between each stage. DC bias can
be applied at each stage using a resistive divider. The corner frequency of the
coupling network should be smaller than the lower frequency of interest. This
relatively low frequency results in a large capacitance value between each stage.
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So, this method, although attractive in its simplicity, takes up a large amount of
area. Another alternative is to use a feedback circuitry which senses the output
voltage difference for zero input and changes the input DC voltage so as to bring
the output voltage closer to zero. Here also, we have two alternatives: a completely
analog feedback circuit or a digital circuit. In the analog alternative, the output
is amplified and a voltage controlled current source along with a resistor is used
to change the input DC voltage so as to bring the output closer to zero. The
drawback of this scheme is that is consumes a large amount of power. The digital
alternative as explained below is both low power and compact.

The offset cancellation circuitry implemented in our design is shown in Fig.
3.6 and Fig. 3.7.

−

+

+ -

clk

Vinp

Vinm

Offset Canc.

X1

X0

Figure 3.6: Offset cancellation
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Figure 3.7: Offset cancellation circuitry

The offset cancellation circuitry aims to change the input DC value depending
on the offset. If the differential DC output voltage is positive (negative) for zero
input, we increase the DC voltage at the negative (positive) input of the ampli-
fier, so as to make the differential DC output less positive (negative). We use
a sequential digital circuit to increase the DC voltage at the desired terminal in
steps so as to finally converge at a voltage which makes the output difference as
close to zero as possible. A comparator is used to determine if the differential
output voltage is positive or negative. In each clock cycle we determine whether
the positive input or the negative input of the amplifier has to be increased. In
each cycle the amount by which voltage of any input node is increased is reduced
by a factor of 2. The voltage at the amplifier input is changed by changing the
amount of current being passed through the resistor R0 shown in Fig. 3.7 which
sets the DC operating point at the input. Since our target is to bring down the
input referred offset to less than 1 mV (3σ value), we choose 5 bits of resolution
for the binary search routine. This gives us an offset of 3σ =0.94 mV. The offset
cancellation circuitry runs at a slow clock frequency of 10kHz since the causes
for offset are mainly process mismatch and temperature, which are either time
invariant or vary at a much lower frequency.

I0 and R0 are chosen so that the full scale voltage corresponds to 3σ(Voff )=30
mV. So, I0R0 '1 V. If we fix the LSB of current as I0=4µA we get R0 = 250
Ω. The binary search routine was written in Verilog and synthesized using Design
Vision and laid out using Encounter. It occupies an area of 80µm× 40µm. For
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testing purposes, we apply an external offset to the positive terminal and vary it
from -30 mV to 30 mV and determine the differential output voltage. The input
referred offset is calculated by dividing this by the gain of the amplifier. We find
that the input referred offset has been reduced to a maximum value of around 1
mV, which was the resolution targeted.

3.2 Phase locked loop

The DLL and the TDC in this design use a 250MHz clock. The complete system
has to be integrated with digital time stamping circuitry and other digital blocks.
These blocks are implemented on an FPGA and run at a clock frequency of less
than 50MHz. So, the clock input to our system can be expected to be at the most
50MHz. So, to be able to run the DLL and the TDC, we need to increase the
clock frequency to 250MHz. For this purpose, we need a PLL which increases the
clock frequency by a factor of 5. The basic blocks in a PLL are shown in Fig. 3.8.
The PFD and the charge pump can be the same as used in the DLL. We need to
design a frequency divider and a voltage controlled oscillator (VCO).

Vc

PFD
Charge
Pump

clk_in
UP

UPb

DN
DNb

øin

øref

N˙̇

R

C

C2

VCO

clk_out

Figure 3.8: Phase locked loop

3.2.1 Voltage controlled oscillator

As mentioned above, the PFD and the charge pump are the same as that used
in the DLL. The current input of the charge pump will be changed as needed.
The VCO generates an output square wave whose frequency is proportional to
the input control voltage. The VCO is implemented as a ring oscillator with odd
number of inverter stages connected in a loop. Since each voltage controlled delay
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unit discussed in Section 2.3 consists of two inverting stages, we cannot use an
integral number of such delay elements to realize the VCO since the ring oscillator
must have an odd number of inverting stages. So, we keep the last stage as half
of the voltage controlled delay unit i.e. comprising of only one inverting stage. A
total of 15 delay elements and half an element at the end are connected in a loop
as shown in Fig. 3.9. If they delay of each delay element is T , the frequency of
oscillation is given by

fV CO = 1
31T

We want this frequency to be 250MHz, hence giving delay of each delay stage
as T = 129ps. A parameter to quantify for the VCO is its gain, kV CO given by
kV CO = δfV CO

δVc
. Simulations show kV CO ' 800MHz/V .

1/2VCDU VCDU VCDU

15 stages

Vc

1/2 stage

Vout

Figure 3.9: Voltage controlled oscillator

3.2.2 Frequency divider

The frequency divider must divide the frequency of the VCO output by a factor
of N = 5 and output a square wave with the divided frequency. If N is a power
of 2, the implementation is very simple and it just comprises of log2N flip flops
in series. Even when N is not a power of 2 but still an even number, a Johnson
counter with N/2 stages can be used as a frequency divider. When N is odd, as
is the case with our design, we need a little bit more elaborate circuitry. A direct
approach for all N is to use a counter to count bN/2c cycles of the input clock
and set the output clock to 1 during this duration and keeping it zero for the
remaining N − bN/2c cycles. A simpler implementation was used in this design.
Note that for odd N , the duty cycle of the output will not be 0.5.

As shown in Fig. 3.10 the frequency divider consists of N D flip flops in series.
We consider here the case with N = 5.The 5-tuple of their outputs is initialized to
Q5, Q4, Q3, Q2, Q1 = 100...0 with only one of the outputs being one. In each clock
cycle, the 1 is shifted through the flip flop chain in a cyclic manner. For N=5, the
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states are 10000→ 01000→00100→00010→00001→10000 and so on. We see that
any set of three consecutive outputs is 1 for three cycles and zero for two cycles
and repeats with a period of 5 cycles. So, we choose Q4, Q3 and Q2 since Q4 goes
high with the first clock cycle and hence the output clock will start with the start
of the input clock. So, the output clock is assigned as Q4+Q3+Q2, where addition
stands for boolean addition. The output clock has a 3:2 duty cycle. This is not a
problem since the PLL is insensitive to the duty cycle of the fed back clock signal
and corrects only for the total time period of clock.

D Q D Q D Q D Q D Q

clk_in

SET RST RST RST RST

RST

1 0 0 0 0

Q5 Q4 Q3 Q2 Q1

Q4
Q3
Q2

clk_out

Figure 3.10: Frequency divider

3.2.3 Loop filter

The loop filter as shown in Fig. 3.11 is used to ensure the stability of the PLL.
Unlike a DLL, the PLL is not a first order system and has multiple poles. So,
we have to ensure stability by making sure that the phase transfer function looks
like a first order system near the unity gain frequency. For this design, we have
fref=50 MHz, fout = 250MHz, kV CO=800 MHz/V. The loop bandwidth should
be significantly less than fref and we choose the bandwidth to be fref

50 = 51MHz.
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Figure 3.11: Loop filter

If the charge pump current is given by I0, then we have,

wu,loop = I0RkV CO
N

= 2π×5×106rad/s

. Choosing I0 = 10µA, we get R = 19.63kΩ. The zero which ensures that
the system looks like a first order system near the unity gain frequency is at a
frequency z0 = 1

2πRC Hz. This zero should be at least a few times lesser than
the loop bandwidth. We choose it to be 5 times smaller, and we get the value of
capacitance as C = 8.11pF . The closed loop bandwidth of the PLL is 1 MHz and
the unity gain frequency is 25MHz. The reference frequency of 50MHz is hence
attenuated by a factor of 4. To further attenuate the reference feed through, we
add an additional pole between the dominant pole and the unity gain frequency.
Somewhat arbitrarily, we choose the location of the new pole to be at 15 MHz.
So, we get 1

2πR CC2
C+C2

=15MHz. From this we get, C2 =0.57 pF. This is comprised
of both the explicit capacitor and the input capacitance of the VCO. Using a
capacitance density of 10fF/µm2, we get the input capacitance as 140 fF. So, we
need a capacitance of C2 =0.43 pF.

Note that a single PLL/DLL feeds clock and control voltages to all the systems
on a given chip. So, the area of the PLL/DLL is effectively divided amongst all
systems on the chip. The PLL was simulated for an input clock of 50 MHz and
the input output waveforms are shown in Fig. 3.12. Note that the time axis of
both have been shifted so as to align the rising edges of the input and output
clock. This can be done since the phase offset of the PLL is not of concern to us.
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We can see that the output frequency is 5 times the input frequency i.e. a time
period of 4 ns. We also plot the time period of the output as it finally locks to a
value of 4 ns. The plot is shown in Fig. 4.1.
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Figure 3.12: Input and output waveforms of the PLL after locking.
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CHAPTER 4

Layout & Simulation Results

Layout of the complete design was completed and post layout simulation results
are presented here. Care had to be taken in the layout of the TDC and the DLL
because the delays depend on the parasitic capacitances due to routing of metal
lines. The layout was made as symmetric as possible w.r.t the delay chain. Fig.
?? shows the layout diagram of the TDC, DLL and the amplifier circuitry.

Figure 4.1: Layput diagram. X axis is 1 mm long.

We begin by presenting the results of the DLL. The delays of each delay element
are plotted in Fig. 4.2. We can see that the maximum deviation is about 0.02
LSB and the variance is less than 0.003 LSB. So the delay elements are almost
identical till post layout stage. Mismatch between devices will of course increase
the variance of delays according to calculations in Section 2.5.

The DLL has a steady state offset because the charge pump needs a sufficiently
high voltage for some minimum amount of time. If the locking offset is too high,
the delay of each element will no lock to the desired value of 125 ps. We see in
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Figure 4.2: Delay of each delay element of the DLL after locking.

Fig. 4.3 that the delays lock to exactly 125 ps for tt and ff corner whereas for ss
corner there is some locking offset. Some characteristics of the DLL are tabulated
in Table 4.
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Figure 4.3: DLL locking at different process corners.
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Table 4.1: DLL Characteristics
Parameter Value
Input clock 250MHz

Average delay per stage 125.12 ps
Variance of delay 0.35 ps
Power consumed 2mW

Area 0.12mm2

Peak to peak jitter 2.1 ps
Locking offset 0.12 fs/125 ps

The TDC was tested by varying the time interval between its inputs and plot-
ting the output. The input time difference was varied from 0 to 4 ns in steps of 6
ps. Hence a total of about 667 points were collected. The output is shown in Fig.
4.4 along with input which is just a straight line with slope 1. The output code,
as expected has more or less uniform bin widths. Some characteristics of the TDC
are tabulated in Table 4.
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Table 4.2: TDC Characteristics
Parameter Value
Resolution 125 ps
Range 81µs
Area 0.24mm2

DNLmax,INLmax 0.1LSB,0.4LSB
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Figure 4.4: Output code of the TDC.
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CHAPTER 5

Conclusions and Future Work

In this project, a front end circuitry for neutrino detectors was designed. Al-
though the target was this particular application, the designed systems can be
used for other purposes with little modifications. The DLL, TDC, amplifier and
the latching circuitry work correctly in the post layout simulations. The PLL was
simulated at transistor level and works as expected. Offset cancellation circuit for
the amplifier was also designed. The digital back end was synthesized and routed
from Verilog code using automated CAD tools.

We also developed a model for the delay of a delay unit. This was used to
calculate the variance in delays due to random mismatch between devices. Simu-
lations confirmed the correctness of the model. This model helped us to quantify
the DNL and INL of the TDC.

5.1 Future work

While the system designed here fulfills many requirements of the target applica-
tion, there are still some additions that can be made to increase the functionalities.
The output code of the TDC has glitches due to the metastability of the flip flops,
which was reduced to a lot of extent using modified flip flops. Still, some way
around this can be found to reduce the non-linearity in the TDC output code.
The possible directions for future work are briefly explained below.

5.1.1 Single TDC architecture

While two TDCs were used here to measure the total time, we can do the same
measurement by using only one TDC and by using it twice. Appropriate digital
logic has to be designed to ensure correct operation for all cases of input time
interval (i.e. <1 clock cycle or more). A design was developed on paper and can
be taken ahead and simulated. This will not only reduce area by half but will also
probably improve the linearity of the output code.



5.1.2 Programmability

The gain of the amplifier and the threshold levels of the latch in this design
are not under external control. If they can be made digitally programmable, it
would give the user more flexibility. The input impedance of the system can also
be made programmable. All these features will probably increase the parasitic
capacitances at many nodes. The actual design might have to be appropriately
changed to meet the speed and accuracy criterion. It would also be a good feature
if the programming data can be sent serially through one pin.

5.1.3 TDC calibration and testing scheme

While the TDC designed here has constant resolution independent of PVT varia-
tions, routing drops of the control signals might cause the resolution to be different
for different TDCs. If a method can be found to calibrate the TDC at the start
so as to determine the average LSB size, it would reduce errors in measurement.
A self calibrating architecture would be really helpful. Also, if we can provide for
testing the circuit by using signals generated from the circuit itself, it would avoid
the need for high frequency measurement equipment.

5.1.4 Integration of ADC

The amplifier output can be fed to an ADC in order to digitize the output wave-
form. This will help us to store the shape of the input spike. A high speed and
low power ADC is required for this purpose.
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