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ABSTRACT

The demand for robust and high data rate Underwater Wireless Acoustic Communica-

tion Systems have increased significantly over last decade both from military and com-

mercial sectors. The underwater acoustic channel is unique in many ways. Even if the

velocities of underwater platform are low compared to terrestrial and aerial platforms,

the velocity of the underwater information carrier, namely the longitudinal acoustic

waves is 2×105 times lower than the transversal electromagnetic waves used in conven-

tional RF communications above water. This makes problems due to Doppler, particu-

larly unique among the many other challenges faced in underwater acoustic channels.

Secondly, the channel should be treated as ultra wideband even with very low absolute

bandwidth because of the low carrier frequency used based on attenuation criterion.

Along with this, the fast fading nature of the channel makes the underlying principle in

the design of underwater communication systems, and in particular multi-carrier sys-

tems, radically different from the conventional narrowband RF communication systems.

In this work, we have developed with a novel solution for the compensation of

Doppler by re-sampling. The method is analysed under different scenarios both theo-

retically and by simulation. The trade-offs and performance bounds involved are clearly

brought out.

A practical re-sampling filter with arbitrary re-sampling factor is designed and its

performance is analysed. It is shown that re-sampling/rescaling in time essentially con-

vert the wideband problem in to a narrowband problem. At this stage, conventional

synchronization techniques applicable to narrowband OFDM systems have become rel-

evant. Hence, a comparative study of such techniques available in literature has been

carried out.

Doppler tolerant waveforms and modulation schemes are studied using analytical

tools and simulation. Several unconventional techniques to combat uncertainties in

Phase and Phase Derivatives are studies to further improve the robustness of the system.
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In addition to simulation, the techniques are tried out in realistic environments with a

Software Defined LabVIEW Test bed and with respect to the earlier field measurements

carried at NPOL test facilities. Throughout the work, the focus was on the immediate

practical applicability of the techniques to improve the performance and robustness of

the existing operational system.

KEYWORDS: Underwater Acoustic Communication; Wideband Multi-carrier

systems; Synchronization; Doppler; Re-sampling filter; Differen-

tial and Double Differential modulations.
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CHAPTER 1

Underwater Acoustic Communications: Design

Considerations At the Physical Layer

1.1 Introduction

The field of digital communications has made rapid strides in the past two decades due

to the availability of improved algorithms and high performance hardware platforms

for their implementation (Feher, 1996). The increased commercial interest in RF wire-

less systems has also helped to accelerate the growth in this area. On comparing the

performance improvement and services that are available in RF systems, it is seen that

acoustic wireless systems lag significantly. A cursory glance at the reasons for the

same reveal that there are both technological as well as lack of user demands which

has resulted in this state. A matter of positive note is that this perception is improving

rapidly with demands being made by various users desirous of having an underwa-

ter digital wireless communication system (Arthur B. Baggeroer, 1984), (Kilfoyle and

Baggeroer, 2000),(Anthony G. Bessios and Caim, 1996),(Stojanovic, 1996), (M. Zheng

et al., 1999). Some of the main applications for an underwater wireless digital commu-

nication system are

• Naval Sensor Networks (Joseph A. Rice et al., 2005),(J. G. Proakis et al., 2001)

• Remotely Operated Underwater Vehicles (ROVs) (Eric T. M. Law et al., 2002)

• Environmental Monitoring Systems

• Tsunami Early Warning Networks (Christian Meinig et al., 2005), (Christian
Meinig et al., 2006)

• Oil and Natural Gas Exploration

The technological demands for each of these systems are quite different and each

one has to be seen as a complete system in itself. The demand for this technology in the

commercial area is also quite high because of the multi-disciplinary use of the same.



Figure 1.1: Applications of Underwater Modems

The key technology towards the realization of these applications is the availability of

a wireless digital underwater modem capable of operating at various data rates and

ranges. As an example of tactical application, a sensor network encompassing a sub-

marine with a surface ship will be able to assess the overall threat scenario than a single

platform. This is a classic example of the much talked off data fusion by interchanging

radar / sonar displays or target position estimates and threat perceptions

Although radio and optical techniques can be used for very short range applications,

acoustic signals are generally used for communicating underwater (UW). Radio waves

that propagate underwater are the extra low frequency ones (30 Hz - 300 Hz), but these

require very large antennas and extremely high transmission power (Coates, 1989). Op-

tical techniques do not suffer from the problem of attenuation as much; however, they

are affected by scattering. Moreover, optical communication requires very high preci-

sion in pointing a narrow laser beam in the right direction, which is still being perfected

for practical use. Hence acoustic transmission looks like the best possible option for

UW transmission for now. A comparison of the three transmission techniques in sea

water is given in Table 1.1 (L. Liu et al., 2008).
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Table 1.1: Comparison of Acoustic, EM and Optical waves in seawater environments
(L. Liu et al., 2008)

1.2 Channel Measurements

The measured impulse response in a mini acoustic tank (at NPOL Cochin) with Tx-

Rx separation of 4m and both placed at 1.5m depth from surface water level is shown

in the Fig. 1.2. A half sine/cosine is used as an approximation for impulse as it can

be generated using standard function generator. The impulse response can be directly

viewed in an oscilloscope without any further processing as against the cross corre-

lation operation required in the case of chirping. But when the Tx-Rx separation is

moderate to high, this method won’t work because of the reduction in SNR and chirp-

ing is preferred. The acoustic transducers used were directional with a beam width of

900. The top waveform in Fig. 1.2 is the transmitted impulse signal and the bottom

waveform is the corresponding response. It can be well-approximated as a one-sided

exponential power delay profile commonly encountered in RF channels. The average

and RMS delay spread are the same for exponentially distributed power delay profiles

(Goldsmith, 2005) and in this case it is approximately 30ms. The second step was to

measure the channel frequency response. We transmitted a maximal length sequence

(MLS) of length 218 and estimated the power spectral density of the recorded the sig-

nal (Mommertz and Muller, 1995). The power spectral density gave us an estimate

of the channel’s magnitude response characteristics which is shown in Fig. 1.3. This

frequency response measurement was carried out in a large acoustic tank (at NPOL

Cochin) with a Tx-Rx separation of 40m and both placed at a depth of 9m from the

surface water level using the same acoustic transducers mentioned earlier.
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Figure 1.2: Impulse response of UWA channel: Oscilloscope Measurement (X-axis
scale: 5ms/div)

Figure 1.3: Frequency Response of UWA channel
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1.3 Problems and Possible Solutions for Underwater Chan-

nels

The Table 1.2 (Anthony G. Bessios and Caim, 1996) compares the underwater acous-

tical channel to terrestrial RF channels. It is important to note the large multipath time

dispersion and hence low coherence bandwidth. The underwater channel is typically a

double spread channel in that it has both time dispersion and frequency dispersion. Due

to high delay spread, spectral nulls will be present in the channel transfer function. The

channel will exhibit both frequency selective fading and fast fading. The total available

bandwidth will be constrained by the transducers used as well as the range. The un-

derwater channel has the combination of the worst properties of both terrestrial cellular

channel (high multipath and fading) and satellite channel (low SNR).

Table 1.2: Comparison of Underwater channels and RF channels (Anthony G. Bessios
and Caim, 1996)

There is significant difference between the behaviour of horizontal and vertical (e.g.

sea bed to sea surface or vice versa) transmission channels (Stojanovic, 1996). The

horizontal channel is characterized by very high delay spreads and frequency selective

fading. The vertical path on the other hand is much more constrained with respect to

delay spread and the data rates achievable in vertical channel can be an order of mag-

nitude greater than those for the horizontal channels. Table 1.3 list the major problems

and possible solutions for UWA channels.

5



Table 1.3: Major problems and possible solutions for UWA channels

1.4 System Design

Fig. 1.5 gives the overall block schematic of the transmitter and receiver. The binary

data is first applied to a rate 1/2 convolutional encoder. We are using the IS95 standard

adopted polynomial for the encoding. The encoded data is then passed to an interleaver.

The interleaved pair of bits are mapped into the QPSK constellation with Gray encoding

so as to reduce the probability of bit error for a given Symbol Error. It is based on the

fact that the most likely symbol errors result in one bit error only. Hence, Gray mapping

is used as shown in Fig. 1.4. The complex number symbols are so chosen for ease of

generation of differential symbols.

Figure 1.4: Gray Mapping of Symbols

The information is encoded as a change of phase with respect to the phase of the

previous symbol on the same sub-carrier. The differential encoding itself is carried

out by multiplication of the complex symbol with the previous complex symbol. For

this purpose, a block of initial reference symbols is placed at the beginning of the data

blocks. The insertion/removal of CP and other synchronization aiding waveforms are
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not shown in the Fig. 1.5. The details of Differential encoding and synchronization will

be discussed in depth in later chapters.

For our experiments we used 95 or 190 carriers in the band 6 - 9 kHz or 6 - 12 kHz

range. Thus one OFDM symbol contained information mapped from either 190 bits or

380 bits.

Figure 1.5: OFDM Communications System : Transmitter and Receiver

The receiver consists of the OFDM demodulator implemented using FFT followed

by the DQPSK demapping block. The demodulated data is then de-interleaved and

applied to the error correction block. The FEC decoding and error correction is done

using the Viterbi algorithm. The depth of the trellis was kept as 150 after repeated trials
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based on the observed results. The key design parameters are given in Table 1.4

Table 1.4: System Specifications

Fig. 1.6 illustrate the power spectral density recorded at the transmitter side (before

the power amplifier) of the OFDM waveform. It can be seen that the band 6 - 9 kHz is

used entirely by the system.

OFDM schemes performs very poorly under mobile conditions when Inter Carrier

Interference(ICI) induced by the Doppler Effect. The challenges and mitigation tech-

niques in the presence of Doppler are the major topic of study in this work and the

details will be presented in the following chapters.
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Figure 1.6: Measured Spectrum of OFDM signal at Transmitter in the band 6-9kHz
viewed on Agilent Spectrum Analyzer
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CHAPTER 2

Wideband Multi-carrier Underwater Acoustic

Communications under High Doppler

Motion of the transmitter or receiver contributes to the changes in the channel response.

This occurs through the Doppler effect which causes frequency shifting as well as ad-

ditional frequency spreading. The magnitude of the Doppler effect is proportional to

the ratio a = v/c of the relative transmitter/receiver velocity to the speed of sound.

Since the speed of sound is very low as compared to the speed of electromagnetic

waves, motion-induced Doppler distortion of an acoustic signal can be extreme. The

only comparable situation in radio communications occurs in the Low Earth Orbiting

satellite systems, where the relative velocity of satellites flying overhead is extremely

high. (The channel there, however, is not nearly as dispersive.) Autonomous underwa-

ter vehicles (AUVs) move at speeds that are on the order of few m/s, but even without

intentional motion, underwater instruments are subject to drifting with waves, currents

and tides, which may occur at comparable velocities. In other words, there is always

some motion present in the system, and a communication system has to be designed

taking this fact into account. The major implication of the motion-induced distortion is

on the design of synchronization algorithms.

As the transmitter and receiver move relative to each other, the distance between

them changes, and so does the signal delay. As a consequence, the leading edge of a

transmitted signal may experience one delay, while the trailing edge will experience

another. Focusing on a single path, and neglecting the path dispersion, let us look at a

single pulse g(t) modulated onto a carrier of frequency fc. For a constant velocity v,

the received signal is

s′(t0 + t) = s(t0 + t− l(t0)− vt
c

) (2.1)

where l(t0) is the distance travelled by the signal arriving at t0. Setting this time as the



reference at the receiver, we have that r(t) = s(t0 + t), i.e.,

r(t) = s(t+ at− τ) = <{g(t+ at− τ)ej2πfc(t+at−τ)} (2.2)

where τ = l(t0)/c − t0 and a = v/c. With respect to the centre frequency fc, the

baseband received signal is

f(t) = e−j2πfctτg(t+ at− τ)ej2πafctτ (2.3)

Not counting the phase 2πfcτ , this signal is distorted in two ways: first, it is scaled

in time by (1 + a), so that a transmitted pulse of duration T is observed at the receiver

as having duration T/(1 + a). Equivalently, its bandwidth B is observed as (1 + a)B.

Second, a frequency offset afc is introduced. The first type of distortion accounts for

motion-induced Doppler spreading, while the second accounts for Doppler shifting.

Figure 2.1: Motion causes changes in the signal duration and frequency.

The way in which these distortions affect signal detection depends on the actual

value of the factor a. For comparison, let us look at a highly mobile radio system. At 160

km/h (100 miles/h), we have that a = 1.5×10−7. This value is low enough that Doppler
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spreading can be neglected. In other words, there is no need to account for it explicitly in

symbol synchronization. The error made in doing so is only 1/1000 of a bit per 10,000

bits. Hence, a simplified model can be adopted using an approximation g(t+at) ≈ g(t).

In contrast to this situation, a stationary acoustic system may experience unintentional

motion at 0.5 m/s (1 knot), which would account for a = 3 × 10−4. For an AUV

moving at several m/s (submarines can move at greater velocities), the factor a will be

on the order of 10−3, a value that cannot be ignored. In such a case, the approximation

g(t+ at) ≈ g(t) cannot be justified.

To highlight the challenges of multi-carrier communication over underwater acous-

tic channels relative to those faced by wireless radio channels, let us consider three

example systems. One is the multi-carrier experiment of the present study, another is

the multi-carrier system of the IEEE 802.11a/g standard for wireless local area networks

(R. D. J. van Nee and Halford, 1999), and the last is the OFDM based ultra-wideband

(UWB) system (A. Batra and Dabak, 2004). Table 2.1 provides the key parameters for

these three systems.

Table 2.1: Comparison of OFDM Parameters in Underwater Acoustic, Radio and UWB
Channels

The following facts should be noted.
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• Underwater Acoustic Channels should be treated as (Ultra) Wideband even
with low absolute BW.
A common definition of an (ultra) wideband radio is that the system bandwidth
is more than 500 MHz or greater than a 25% fraction of the carrier frequency.
Although the underwater acoustic channel has limited bandwidth, the signalling
must be treated as (ultra) wideband. Receiver design for wideband signals is
considerably more complicated than that for narrowband signals. Note that text-
book treatments usually focus on radio channels and simplifies the design directly
based on the narrowband assumption. That analysis should be re-examined for
underwater acoustic communications. Respecting the wideband nature of the
system is particularly important in multichannel (array) processing and synchro-
nization for mobile acoustic systems.

• Need to consider waveform compression/dilation.
Relative motion between a source and a receiver results in a Doppler-scaled com-
munication signal, whose distortion is proportional to the ratio of the platform
speed to the propagation speed. Due to the slow sound propagation which is
2 × 105 times slower than EM waves in free space, the amount of the time
compression or expansion cannot be ignored in underwater acoustic channels.
This situation is not commonly found in radio communications. To handle the
time-scale change, a re-sampling methodology proved effective in underwater
communications (B. Sharif et al., 2000), (T.P. SameerBabu et al., 2007b),(T.P.
SameerBabu et al., 2007a). The re-sampling module, a key to underwater com-
munications, is not needed in wireless radio systems.

• Need to consider symbol wise channel variation.
In high-rate wireless communications applications, the symbol block period is
small relative to the channel coherence time. Consequently, the channel can be
viewed as time-invariant within one block. On the other hand, channel time-
variation within one data block is not negligible for underwater applications, and
thus it should be explicitly dealt with.

In short, the underwater channel should be treated as ultra wideband, which im-
plies frequency dependent Doppler distortion. In addition, significant channel
variation occurs even within one OFDM block. Due to the wideband nature of
the system, the variation is also frequency dependent. These effects destroy the
orthogonality of OFDM sub-carriers, thus inducing significant ICI. Conventional
ICI reduction techniques used in radio channels are based on the narrowband sys-
tem model, and as such they may not be effective for underwater channels. On the
positive side, due to the low absolute bandwidth, one can afford to use advanced
decoding algorithms to handle the challenging underwater acoustic channels.

In this work, we adopt zero-padded (ZP) OFDM (Z. Wang and Giannakis, 2000),

(B. Muquet et al., 2002) for UWA communications instead of the conventional cyclic

prefix (CP) in order to save transmission power during the (long) guard interval.

For an OFDM duration of T and guard interval of Tg.

• Data rate reduction by T
T+Tg

for both CP and ZP
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• No Tx power for ZP, saving by T
T+Tg

relative to CP

• However, the noise from the received tail is added back into the beginning of the
symbol, which increases the noise power by T+Tg

T
Thus, the difference in SNR is

not significant for both the methods.

• CP and ZP are similar to Overlap-Save and Overlap-Add method for efficient
DSP Implementation of Filtering/Linear Convolution of a long sequence (incom-
ing sequence) with a finite filter/window as Multiplication in the Frequency Do-
main using FFT algorithm.

2.1 ZP-OFDM with a conventional receiver

Let T denote the OFDM duration and Tg the guard interval. The total OFDM block

duration is T ′ = T + Tg. The frequency spacing is ∆f = 1/T . The kth sub-carrier is at

frequency

fk = fc + k∆f, k = −K/2, ....., K/2− 1 (2.4)

where fc is the carrier frequency and K sub-carriers are used so that the bandwidth is

B = K∆f .

Let us consider one ZP-OFDM block. Let d[k] denote the information symbol to be

transmitted on the kth sub-carrier. The non-overlapping sets of active sub-carriers SA

and null sub-carriers SN satisfy SA∪SN = {K/2, ..., K/2−1}. The transmitted signal

in passband is then given by

s(t) = <

{[∑
k∈SA

d[k]ej2πk∆ftg(t)

]
ej2πfct

}
, t ∈ [0, T + Tg] (2.5)

where we define g(t) as

g(t) =

 1 if t ∈ [0, T ]

0 if t ∈ [T, T + Tg]
(2.6)

to describe the zero-padding operation.
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We consider a multipath underwater channel that has the impulse response

c(τ, t) =
∑
p

Ap(t)δ(τ − τp(t)) (2.7)

where Ap(t) is the path amplitude and τp(t) is the time-varying path delay. We assume

that all paths have similar Doppler rate

τp(t) ≈ τp − at (2.8)

and that the path gains Ap and the Doppler rate a are constant over the block duration

T ′. The received signal in passband is then

ỹ(t) = <

{∑
p

Ap

[∑
k∈SA

d[k]ej2πk∆f(t+at−τp)g(t+ at− τp)

]
ej2πfc(t+at−τp)

}
+ ñ(t)

(2.9)

where ñ(t) is the additive noise. The baseband band version y(t) of received signal

satisfies ỹ(t) = <
{
y(t)ej2πfct

}
, and can be written as

y(t) =
∑
p

Ap

[∑
k∈SA

d[k]ej2πk∆f(t+at−τp)g(t− at+ τp)

]
ej2πfc(at−τp) + n(t)

=
∑
k∈SA

d[k]ej2πk∆ftej2πafkt

[∑
p

Ape
−j2πfkτpg(t+ at− τp)

]
+ n(t)

(2.10)

where n(t) is the additive noise in baseband. Based on the expression (2.10), we observe

two effects:

• The signal from each path is scaled in duration from T to T/(1 + a)

• Each sub-carrier experiences a Doppler shift ej2πafkt, which depends on the fre-
quency of the sub-carrier. Since the bandwidth of the OFDM signal is comparable
to the center frequency, the Doppler shifts on different OFDM sub-carriers differ
considerably as illustrated in Fig. 2.2; i.e., the narrowband assumption does not
hold.

Let us consider the performance of a conventional OFDM receiver that does not

perform any Doppler compensation. At the output of the demodulator in the m-th sub
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Figure 2.2: Motion-induced Doppler shift is not uniform in a wideband system

channel, we have

ym =
1

T

Tg+T∫
0

y(t)e−j2πm∆ftdt =
1

T

T∫
0

[y(t) + y(t+ T )u(t)]e−j2πm∆ftdt (2.11)

where u(t) = 1 ∀ 0 ≤ t ≤ Tg and u(t) = 0 elsewhere. The last step implies that

the correlation can be performed by overlap-adding of the received signal, followed by

FFT processing. Substituting (2.75) into (2.11) and assuming that Tg is greater than the

channel delay spread, we obtain

ym =
∑
k∈SA

d[k]
∑
p

Ape
−j2πfkτp 1

T

(T+τp)/(1+a)∫
τp/1+a

ej2π[(k−m)∆f+afk]tdt+ nm

= C

(
fm

1 + a

) ∑
k∈SA

d[k]ρm,k + nm

(2.12)
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where

C(f) =
∑
p

Ape
−j2πfτp , αm,k =

(m− k) + afk/∆f

1 + a
, ρm,k =

1

1 + a
ejαm,ksinc(αm,k)

(2.13)

The desired signal in ym is C
(
fm
1+a

)
ρm,md[m], and the rest is ICI plus noise. The

signal to interference-plus-noise ratio is

γk =
|ρm,m|2σ2

d

σ2
v/|C(fm/(1 + a))|2 +

∑
k 6=m |ρm,k|2σ2

d

(2.14)

where σ2
v is the noise variance and σ2

d = E [|d[m]|2]. Note that γm has a floor which

does not depend on the channel frequency response when σ2
v goes to zero. Regarding the

Doppler scale a, we observe that there are two special cases. Case 1: Time-invariant

channel

Consider the special case where τp(t) is time-invariant, i.e., a = 0 in (2.8). Disre-

garding the noise, the received baseband signal is

y0(t) =
∑
k∈SA

d[k]ej2πk∆ft

[∑
p

Ape
−j2πfkτpg(t− τp)

]
(2.15)

which does not suffer from any Doppler distortion. As a result, ρm,m = 1 and ρm,k =

0,∀m 6= k. The correlator output in (9) is then ICI-free:

ym = C(fm)d[m] + nm (2.16)

In this case, channel equalization in the frequency domain amounts to simple scalar

inversion on each sub-carrier. This is the advantage of OFDM over highly-dispersive

multipath channels.

Case 2: Narrowband system

If the Doppler scaling is negligible, i.e., a → 0, one could adopt the narrowband
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assumption as afk ≈ afc Disregarding noise,(2.15) reduces to

y(t) ≈ ej2πfct
∑
k∈SA

d[k]ej2πk∆ft

[∑
p

Ape
−j2πfkτpd(t+at−τp)

]

≈ ej2πafcty0(t)

(2.17)

where y0(t) is the signal corresponding to a time-invariant, purely frequency-selective

channel

Since a is extremely small in radio channels, the narrowband model in (2.17) is

widely adopted. In radio applications, a carrier frequency offset (CFO) between the

transmitter and the receiver leads to an expression of the received signal in the form

(2.17). For this reason, we call the term afc in (2.17) CFO when a narrowband model

is concerned. The re-sampling module − key to underwater communications − is not

needed in wireless radio systems.

2.2 Mitigating Doppler Effect in Fast time varying Chan-

nels

For a single frequency component, at say fn, the Doppler effect can be modelled as a

scaling of frequency

f̃n = fn(1 + a) (2.18)

In wideband signals, the Doppler effect is more accurately modelled as a time scal-

ing (expansion or contraction) of the signal waveform. Hence each frequency compo-

nent is shifted by an amount which is significantly different from that at other frequen-

cies.

r(t) = s ((1 + a)t) (2.19a)

r(nTs) = s ((1 + a)nTs) (2.19b)

If the relative Doppler shift is known, the Doppler effect can be negated by inverse

time scaling the received signal. In a multi rate DSP system this is equivalent to re-

sampling the received signal by the factor (1 + a).Re-sampling can be done either in
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passband or in baseband. For convenience, let us present these steps using passband

signals.

s (nTs) = r

((
n

1 + a

)
Ts

)
(2.20)

Hence, correcting the received signal for Doppler involves scaling the sampling fre-

quency ˜(fs) = (1 + a)fs

Figure 2.3: Packet Structure

This Frame Structure can also be used for Symbol Synchronization and Sampling

Skew Correction

Figure 2.4: Transmitted and Received Packet under Doppler

The relative Doppler scale can be estimated using the pre-amble and post-amble

appended to each data packet.

T̂rx = (1 + â)Ttx =⇒ â =
Trx
Ttx
− 1 (2.21)

The receiver then re-samples the packet with the re-sampling factor 1 + â

Resampling Factor = 1 + â =
T̂rx
Ttx

=
N2

N1

(2.22)

Again as mentioned earlier, re-sampling can be done either in passband or in baseband.

For convenience, let us present these steps using passband signals. From (2.9), we
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Figure 2.5: Sensitivity to error in estimated re-sampling factor on decoded test image

re-sample the received waveform ỹ(t) using a re-sampling factor b :

z̃(t) = ỹ

(
t

1 + b

)
(2.23)

Re-sampling has two effects: (1) it rescales the waveform, and (2) it introduces a

frequency-dependent Doppler compensation. With ỹ(t) from (2.9) and z̃(t) = <
{
z(t)ej2πfct

}
,

the baseband signal z(t) is

z(t) = ej2π
a−b
1+b

fct
∑
k∈SA

d[k]ej2πk∆f 1+a
1+b

t

[∑
p

Ape
−j2πfkτpg

(
1 + a

1 + b
t− τp

)]
(2.24)

As 1+a
1+b
−→ 1

z(t) ≈ ej2π
a−b
1+b

fct
∑
k∈SA

d[k]ej2πk∆ft

[∑
p

Ape
−j2πfkτpg (t− τp)

]
(2.25a)

= e−j2πεt︸ ︷︷ ︸
Common CFO

∑
k∈SA

d[k]ej2πk∆ft

[∑
p

Ape
−j2πfkτpg (t− τp)

]
︸ ︷︷ ︸

ICI-free Freq-Sel Channel

(2.25b)

where ε = a−b
1+b

fc. In (2.25b), the first factor represents common CFO and second factor

represents ICI-free Freq-Selective channel. Common CFO is normally dealt with CFO
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compensation Techniques and ICI-free Frequency selective channel is normally dealt

with Channel Estimation and Compensation. Now the residual Doppler effect can be

viewed as the same for all sub-carriers. Hence, a wideband OFDM system is converted

into a narrowband OFDM system with a common CFO

2.3 Waveform Analysis and Design based on Ambiguity

Diagram

2.3.1 Wideband Ambiguity Function

Let the transmitted pulse be s(t). We can write the expression for the delayed and

Doppler scaled pulse as s(at− τ), where a is the time scaling factor which is a function

of the target velocity. Note that in this discussion, we are not assuming any attenuation

in the signal due to the medium properties. The problem is now to estimate the Doppler

parameter a and the delay (range) τ . The maximum likelihood estimator of these pa-

rameters is the maximum of the cross correlation function between the transmitted pulse

and the scaled and time shifted replicas of the same. i.e,

arg max
a,τ

∣∣∣∣∫ ∞
−∞

s(t)s(at− τ)

∣∣∣∣ (2.26)

We can define1 the wideband ambiguity function as

WAf,g(a
′, τ) =

∫ ∞
−∞

f(t)g (a′(t− τ)) (2.27)

The relation between the wideband and narrow band ambiguity function can be derived

as follows. Let s(t) and S(f) be Fourier transform pairs. Then

s(a′(t− τ)) =

∫ ∞
−∞

S(f) ej2πfa
′(t−τ)df

=

∫ ∞
−∞

e−j2πfa
′τ S(f)ej2πfa

′tdf

(2.28)

1Note the change from at− τ to a′(t− τ) (Weiss, 1994). These forms are mathematically equivalent,
as shown by (Chaiyasena et al., 1992). The second form is easier for Fourier Transform analysis.
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Let f0 be the center frequency of the spectrum S(f). Denote ∆f = f−f0, the frequency

deviation, δ = 2v/(cs+v) , the relative velocity and a′ = 1−(2v/(cs+v)) , the Doppler

factor. It is possible write (2.27) as

s(a′(t− τ)) = e−j2πf0δ(t−τ)

∫ ∞
−∞

S(f)ej2πf(t−τ)e−i2π∆fδ(t−τ)df (2.29)

There are two factors that affect the signal behaviour. They are e−j2πf0δ(t−τ) and e−i2π∆fδ(t−τ).

The first term shifts the signal spectra and the second term stretches/compresses the

signal envelope. If the target velocity v � cs, then δ � 1 and thus it is possible to

approximate the term as e−i2π∆fδ(t−τ) ≈ 1. In this case, we can write

s(a′(t− τ)) = ej2πfd(t−τ)s(t− τ) (2.30)

where fd = −f0δ = f0(a′ − 1) is the classical Doppler shift. Incorporating the above

results, we can write the expression for the wideband ambiguity function as

WAh,g(a
′, τ) =

∫ ∞
−∞

h(t)e−j2πf0(a′−1)(t−τ)g(t− τ)dt

= ej2πf0(a′−1)τ

∫ ∞
−∞

h(t)g(t− τ)e−j2πf0(a′−1)tdt

= ej2πf0(a′−1)τNAh,g(a
′, τ)

(2.31)

where

NAh,g(a
′, τ) =

∫ ∞
−∞

h(t)g(t− τ)e−j2πf0(a′−1)tdt

=

∫ ∞
−∞

h(t)g(t− τ)e−j2πfdtdt

(2.32)

is the narrowband ambiguity function.

The approximation error between the wideband and the narrowband ambiguity func-

tion is given by (L. Auslander and Gertner, 1992) as

WAh,g(a
′, τ)−NAh,g(a′, τ) = NAh,g(a

′, τ)
{
ej2πf0(a′−1)τ

}
(2.33)

An upper bound on the relative approximation error in terms of signal duration T
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and bandwidth B is given by (L. Auslander and Gertner, 1992)

|WAh,g(a
′, τ)| −

√
a′|NAh,g(a′, τ)| ≤

√
a′

2π
|δ|TB (2.34)

The factors affecting the narrowband approximation are δ, the target velocity, ∆f ,

the signal frequency deviation and (t− τ), the observation interval.

2.3.2 Narrowband Ambiguity Function

For a pulse u(t) when using the matched filter (which maximises SNR) (2.32) can be

re-written as

χ(τ, ν) =

∫ ∞
−∞

u(t)u∗(t− τ)exp(j2πνt)dt (2.35)

where τ and ν are delay and Doppler shift respectively

The narrowband AF as defined in (2.35) is sufficient to explain our purpose, hence

ambiguity function (AF) refers to narrowband AF here after in this document.

The ambiguity function (AF) has an important practical meaning-it describes the

output of a matched filter when the input signal is delayed by τ and Doppler shifted by

ν relative to nominal values for which the matched filter was designed. The AF was

introduced by (Woodward, 1953) and is the main tool in several important radar text-

books (Cook and Bernfeld, 1967),(Rihaczek, 1969) . Unfortunately, those references

differ as to exactly what the signs of τ and ν imply regarding longer or shorter delay,

and closing or opening velocities(in the context of radar/sonar). There are also differ-

ences with regard to the function as is, or its magnitude or its square or its magnitude

squared. An attempt to standardize the definition (Sinsky and Wang, 1974) proposes

the format.

|χ(τ, ν)|2 =

∣∣∣∣∫ ∞
−∞

u(t)u∗(t+ τ)exp(j2πνt)dt

∣∣∣∣2 (2.36)

where a target farther from the radar/sonar than the reference (τ = 0) position will cor-

respond to positive τ and a positive ν implies a target moving toward the radar/sonar.

Representation of the AF of various signals is more often done through graphic plots

than through analytic expressions. In the plots there is an emphasis on side-lobes rel-

ative to the main-lobe. Using the magnitude square will suppress the side-lobes in the

23



graphs, while using logarithmic scale may boost the side-lobe appearance too much.

We have therefore elected to use and plot |χ(τ, ν)| rather than |χ(τ, ν)|2. So in this

report the term ambiguity function will usually refer to

|χ(τ, ν)| =
∣∣∣∣∫ ∞
−∞

u(t)u∗(t+ τ)exp(j2πνt)dt

∣∣∣∣ (2.37)

2.3.3 Constant Frequency Pulse

The complex envelope of a constant-frequency (or unmodulated) pulse appears in Fig. 2.6

and is given by

u(t) =
1√
T
rect

(
t

T

)
(2.38)

Figure 2.6: Complex envelope of a constant-frequency pulse

The ambiguity function is obtained by using (2.38) in (2.37)

χ(τ, ν) =


1
T

∫ T/2
−(T/2)+τ

exp(j2πνt)dt, 0 ≤ τ ≤ T

1
T

∫ (T/2)+τ

−(T/2)
exp(j2πνt)dt, −T ≤ τ < 0

0, elsewhere

(2.39)
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Solving the integrals and taking absolute value yields

|χ(τ, ν)| =


∣∣∣(1− |τ |

T

)
sin[πTν(1−|τ |/T )]
πTν(1−|τ |/T )

∣∣∣ , |τ | ≤ T

0, elsewhere

(2.40)

The cut along the delay axis is obtained by setting v = 0, yielding

|χ(τ, 0)| =

1− |τ |
T
, |τ | ≤ T

0, elsewhere

(2.41)

The cut along the Doppler axis is obtained by setting τ = 0, yielding

|χ(0, ν)| =
∣∣∣∣sinπTνπTν

∣∣∣∣ , −∞ < ν <∞ (2.42)

The first two quadrants of the ambiguity function are plotted in Fig. 2.7. A contour

plot of the AF, covering all four quadrants, appears in Fig. 2.8. Two contour levels are

plotted; the solid line represents |χ(τ, ν)| = 0.707 and the dotted contours represent

|χ(τ, ν)| = 0.1. Fig. 2.7 clearly shows the triangular zero-Doppler cut of the ambiguity

function, described in (2.41). The delay response reaches zero at the pulse width T .

The zero-delay cut is less obvious from Fig. 2.7 and is plotted separately in Fig. 2.9.

The first Doppler null is at the inverse of the pulse duration: namely, |χ(0, 1/T )| = 0.

We can therefore approximately state that the delay resolution is T and the Doppler

resolution is 1/T .

2.3.4 Linear FM effect

If a given complex envelope u(t) has an ambiguity function |χ(τ, ν)|: namely,

u(t) ⇐⇒ |χ(τ, ν)| (2.43)
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Figure 2.7: Partial ambiguity function of a constant-frequency pulse of length T

Figure 2.8: Contours 0.1 (dotted) and 0.707 (solid) of the AF of a pulse.
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Figure 2.9: Zero-delay cut of the AF of a pulse
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then adding linear frequency modulation (LFM), which is equivalent to a quadratic-

phase modulation, implies that

u(t)exp(jπkt2) ⇐⇒ |χ(τ, ν − kτ)| (2.44)

This property says that adding LFM modulation shears the resulting ambiguity func-

tion. This important property is the basis for an important pulse compression technique.

Interpretation of the property

We explain the shearing caused by the LFM effect with the help of Fig. 2.10. Let the

horizontal ellipsoid |χ(τ, ν)| = c be the contour of the original ambiguity function

having a specific value c. The contour intersects the negative Doppler axis at point A

with the coordinates (τ = 0, ν = vA), and it intersects the positive delay axis at point

B. Representing the AF for LFM as

|χ1(τ, ν)| = |χ(τ, ν − kτ)| (2.45)

with the coordinates (τ = τB, ν = 0). The corresponding points A1 and B1, of

|χ1(τ, ν)| = c, have the same delay coordinates, respectively (τA1 = 0, τB1 = τB). We

use (2.45) to find their respective Doppler coordinates, A1 and νB1 . Because the delay

coordinate of the original intersection of A is zero, we get for A1

c = |χ1[0, (ν − k.0)]| = |χ1[0, νA]| (2.46)

Implying that the Doppler coordinate of A1 is identical to the Doppler coordinate of

A. Next we ask where the contour |χ1(τ, ν)| = c meets the delay τB; or what is νB1 so

that |χ1(τB, νB1)| = c? Using (2.45), we get

|χ1(τB, νB1)| = |χ(τB, νB1 − kτB)| = c (2.47)

However, Fig. 2.10 in we note that |χ(τB, 0)| = c, which implies that νB1 − kτB = 0,
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Figure 2.10: Linear FM Shearing Effect

or

νB1 = kτB (2.48)

We thus found that point B at the coordinates (τ = τB, ν = 0), whose delay coor-

dinate is the largest delay through which the contour |χ(τ, ν)| = c passes, was moved,

by adding LFM, to point B1 at the coordinates (τ = τB, ν = kτB). Other points of

the contour |χ(τ, ν)| = c, at delays 0 < τ < τB, were moved in a similar way, thus

resulting in the sheared contour |χ1(τ, ν)| = c, also shown in Fig. 2.10. The shearing

property of linear FM, which we just studied, reduces (improves) the delay resolution,

as pointed out in Fig. 2.10.

Finally, note that for the definition of the ambiguity function used here, the shape

of the LFM ridge passing from the third quadrant to the first quadrant of the delay-

Doppler space is typical for positive LFM slope (k > 0). This implies that for positive

LFM slope signal a positive error in estimating range (the range is assumed to be farther

than it really is) will translate to lower closing velocity (negative Doppler).
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Cuts through the Ambiguity Function

Some insight into the two-dimensional ambiguity function (AF) can be obtained from

its one-dimensional cuts. Consider first the cut along the delay axis. Setting ν = 0 in

(2.37) gives

|χ(τ, 0)| =
∣∣∣∣∫ ∞
−∞

u(t)u∗(t+ τ)dt

∣∣∣∣ = |R(τ)| (2.49)

where R(τ) is the autocorrelation function (ACF) of u(t). We got that the zero-Doppler

cut of the AF, known as the range window for a matched-filter receiver, is the ACF.

On the other hand, the ACF equals the inverse Fourier transform of the power spectral

density. Thus, we obtain the relationship

RangeWindow ⇐⇒ Autocorrelation⇐⇒ F−1 {PowerSpectrum}

This relationship reiterates the importance of LFM. Adding linear frequency modu-

lation broadens the power spectrum, hence narrows the range window, as shown in

Fig. 2.11.

The second interesting cut is along the Doppler frequency axis. Setting τ = 0 in

(2.37)) results in

|χ(0, ν)| =
∣∣∣∣∫ ∞
−∞
|u(t)|2exp(j2πνt)dt

∣∣∣∣ (2.50)

Equation (2.50) indicates that the zero-delay cut is the Fourier transform of the

magnitude squared of the complex envelope u(t). In other words, this cut is indifferent

to any phase or frequency modulation in u(t); it is a function only of the amplitude.

2.3.5 Linear Frequency-Modulated Pulse

Linear frequency modulation (LFM) is the first and probably still is the most popular

pulse compression method. It was conceived during World War II, independently on

both sides of the Atlantic, as can be deduced from German, British, and U.S. patents

(Cook and Bernfeld, 1967), (Cook and Seibert, 1988). The basic idea is to sweep the
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Figure 2.11: Comparison between unmodulated pulse and linear-FM pulse

frequency band B linearly during the pulse duration T Fig. 2.12.

The complex envelope of a linear-FM pulse is given by

u(t) =
1√
T
rect

(
t

T

)
exp(jπt2), k = ±B

T
(2.51)

The instantaneous frequency f(t) is obtained by differentiating the argument of the

exponential,

f(t) =
1

2π

d(πkt2)

dt
= kt (2.52)

The instantaneous frequency is indeed a linear function of time. The frequency

slope k has the dimension s2.

The ambiguity function (AF) is obtained by applying property to the AF of an un-

modulated pulse. Replacing ν in (2.40) with ν−kτ yields the AF of a linear-FM (LFM)
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Figure 2.12: Linear-FM signal

pulse:

|χ(τ, ν)| =


∣∣∣(1− |τ |

T

)
sin[πT (ν∓B(τ/T ))(1−|τ |/T )]
πT (ν∓B(τ/T ))(1−|τ |/T )

∣∣∣ , |τ | ≤ T

0, elsewhere

(2.53)

Fig. 2.13 presents an example of the AF of an LFM pulse calculated using the MAT-

LAB code. The phase and frequency of the complex envelope are shown in Fig. 2.14.

The effective time-bandwidth product of the signal is kT 2 = BT = 10, where B is the

total frequency deviation. Note that the total deviation of the normalized frequency plot

is BT , and the total phase deviation is BTπ/4.

The zero-Doppler cut of the AF is obtained by setting ν = 0 in (2.53). Using

kT = B yields

|χ(τ, 0)| =


∣∣∣(1− |τ |

T

)
sin[πBτ(1−|τ |/T )]
πBτ(1−|τ |/T )

∣∣∣ , |τ | ≤ T

0, elsewhere

(2.54)

For a large time-bandwidth product (kT 2 = BT � 4) the first null of |χ(τ, 0)|
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Figure 2.13: Partial ambiguity function of linear-FM pulse (BT =10)
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Figure 2.14: Phase and frequency characteristic of the LFM pulse used in Fig. 2.13

occurs at

τ1′st null ≈
1

|k|T
=

1

B
(2.55)

The compression ratio will be defined as T/τ1′st nullBT , and it is approximately

equal to the time-bandwidth product. Returning to Fig. 2.13, since BT = 10, the first

null should occur at τ/T = 0.1. A plot of |χ(τ, 0)| for BT = 10 appears in Fig. 2.15.

The issue of spectral efficiency is demonstrated in Fig. 2.16. The horizontal scale is

frequency normalized with respect to the pulse width. The vertical scale is the spectral

density in decibels. To obtain similar range resolution, the unmodulated pulse width

was one-tenth of the LFM pulse width. The absolute horizontal scales are therefore

identical in both plots. Comparing the two plots clearly shows more efficient spectrum

use in the LFM case. The spectral efficiency of LFM improves as the time-bandwidth

product increases, because the spectral density then approaches a rectangular shape.

Note that the spectrum plotted in Fig. 2.16 are of the signals’ complex envelopes and are
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Figure 2.15: Zero-Doppler cut of the AF of LFM pulse with a time-bandwidth prod-
uct(BT) of 10

therefore centered about zero. Due to symmetry, it suffices to plot positive frequencies

only.

The improved delay resolution of LFM does come with a penalty, delay-Doppler

coupling. It is expressed by the diagonal ridge seen in the three dimensional plot of

the AF (Fig. 2.13). A contour plot (Fig. 2.17) emphasizes the coupling problem. From

(2.54) we find that for small Doppler shift ν, the delay location of the peak response is

shifted from true delay by

τshift =
ν

k
(2.56)

The physical interpretation is that when k > 0, a target with positive Doppler ap-

pears closer than its true range. In many applications the resulting range error is accept-

able. The delay error of the shifted peak response is accompanied by a small decrease

in the height of the peak, as evident in Fig. 2.13. It can be shown that near the origin,

the peak height decreases according to

|χ(τpeak, ν)| = 1−
∣∣∣ ν
kT

∣∣∣ = 1−
∣∣∣ ν
B

∣∣∣ (2.57)

Since the typical Doppler shift ν is usually much smaller than the signal’s frequency
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Figure 2.16: Spectral density (in dB) of unmodulated pulse (top) and LFM pulse,BT =
10 (bottom)

Figure 2.17: Contours 0.1 and 0.707 of the AF of an LFM pulse (BT = 10)
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deviation B, the AF peak height decreases very moderately. This behaviour is respon-

sible for the Doppler tolerance property attributed to LFM.

2.4 Desirable Properties of Preamble and Post-amble

Waveforms for Packet length based Doppler scale

Estimation

The Cramer Rao lower bound for the packet length (in time) estimate is given by (2.58).

The detailed derivation of (2.58) is given in the Appendix.

var(T̂rx) ≥
2(
ε

N0/2

)B̄2 (2.58)

where ε = Pulse energy, B = RMS Bandwidth, var(T̂rx) = Estimated received frame

length

The Cramer Rao Lower Bound expression for the frame length at the receiver ex-

plicitly gives the variance of the estimate as dependant on the SNR and the bandwidth

of the signal. The dependence on SNR is very clear since in general, higher the SNR;

the more accurate will be the estimate. The factor which is ambiguous is the band-

width. Does the expression imply that no matter how different the signals be, if their

bandwidth is the same, we can always rely on the CRLB value?. The answer is surpris-

ingly negative. It appears that in such parameter estimation problems, more properties

of the signal than just the bandwidth plays a major role in deciding the accuracy of

estimation. We have compared three candidate signals having the same bandwidth as

possible choices for the pulse waveform. They are (1) Linear Frequency Modulated

or LFM (Chirp) signals (2) Pseudo random sequence modulated by BPSK (Direct se-

quence spread spectrum) and (3) Costas signal. Fig. 2.18 compares the power spectrum

of the three signals.

The result of estimation of the scaling parameter a by packet length based technique

using the three waveforms is illustrated in Fig. 2.19. The SNR used for the simulation

is 0 dB.
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Figure 2.18: Comparison of Power Spectrum

Figure 2.19: Performance comparison of Doppler Parameter Estimation
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The results indicate that while the LFM waveform is able to give a correct estimate

of the Doppler parameter, the performance of the Costas and the PN-BPSK signals is

poor. However, it is interesting to note that all the three signals give a correct estimate

at zero knots (stationary case). What is the reason for this discrepancy in performance?

The answer to the same can be found by analysing the ambiguity function of these

signals. The ambiguity diagrams for the three signals considered in our study are in

Fig. 2.20 to Fig. 2.22.

Figure 2.20: Ambiguity Function for LFM Signal

Figure 2.21: Ambiguity Function for PN-BPSK (DSSS) Signal

Figure 2.22: Ambiguity Function for Costas Signal

The Doppler parameter estimation by packet length based method measures the

difference in the time indices at which the matched filter response becomes maximum

during the observation interval. The matched filter is designed based on the transmitted
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waveform. For accurate estimation, the matched filter should respond to the received

echo (time delayed and Doppler affected) in a similar manner as it would to the original

transmitted signal. From the ambiguity diagrams, it is clear that the matched filter for

the LFM signal is highly tolerant towards change in the signal due to Doppler spread.

The matched filters for PN-BPSK and Costas waveforms do not possess this property.

The Table 2.2 compares the delay and Doppler tolerances of the three waveforms. The

values given correspond to the points at which the normalized ambiguity function falls

to approximately 0.7 times the maximum value.

Table 2.2: Delay and Doppler Tolerance Comparison

From the above table, it is evident that in order to estimate the Doppler parameter

effectively using the Packet length based method, the pulse signals used should have

the following properties.

• The waveform should have very low delay (range) tolerant: Required since
the estimation method essentially measures scaling in time delay of the received
frame.

• The waveform should be highly Doppler tolerance: Required since the matched
filter designed for the transmitted waveform must be able to effectively detect the
Doppler shifted version of the same to identify the time index accurately.

The LFM signal has the unique property, that it can be tuned to have adjustable De-

lay resolution and Doppler tolerance at the same time. This can be done by decreasing

the pulse width (for increasing the range resolution) and by increasing the bandwidth

(for increasing the Doppler tolerance) independently. This is manifested as an increased

slope in the ambiguity plane. We can safely conclude that the LFM waveform with high

slope in the ambiguity plane is an ideal candidate.

Fig. 2.23 illustrates the estimator performance with SNR for the LFM waveforms.

The bandwidth of the LFM waveform is 3kHz as earlier. The estimation results for
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Figure 2.23: Doppler Estimator Performance at Various Speeds for LFM Signal (Band-
width 3 kHz)

three different target speeds are given. The estimator is seen to approach the CRB per-

formance at an SNR of -10dB for all the different scenarios considered. The estimator

is seen to be highly efficient even at low SNR conditions. This result has wide ranging

applications in sonar signal processing and underwater wireless communications.

2.5 Velocity Resolution of the Estimator

In the Packet Length estimation, the basic mathematical model is related and developed

based on the range (delay) measurement. Hence our study, we are deriving the velocity

resolution in terms of the range resolution of the pulse signal which we take as a LFM.

Without loss of generality, let us assume the transmitter is stationary. As the first

case, consider the problem of range/delay resolution between two receivers. Let two

receivers (both stationary and thus having zero Doppler) be separated in range by ∆R.

The fundamental question to be answered is the following : What is the smallest value of

∆R so that the received signal is interpreted as two distinct signals?. Let the transmitted
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pulse s(t) be expressed as the real part of the complex signal ψ(t) given as

ψ(t) = A(t)ejω0t−φ(t) = u(t)ejω0t = u(t)ej2πf0t (2.59)

where A(t) is the amplitude modulated component, φ(t) is the phase modulated com-

ponent and f0 is the centre frequency. Let u(t) = A(t)e−jφ(t). The received signal at

two the receivers can be written as

sr1(t) = ψ(t− τ0) (2.60a)

sr2(t) = ψ(t− τ0 − τ) (2.60b)

where τ is the delay between between the two receivers. Without any loss of generality,

set τ0 = 0. The two receivers can be distinguished depending on how small or large

the delay τ is. To measure the difference in range between the two targets, consider the

integral square error between ψ(t) and ψ(t− τ) as

ε2
R =

∫ ∞
−∞
{ψ(t)− ψ(t− τ)}2 dt

=

∫ ∞
−∞
|ψ(t)|2dt−

∫ ∞
−∞
|ψ(t− τ)|2dt−

∫ ∞
−∞
{ψ(t)ψ∗(t− τ) + ψ∗(t)ψ(t− τ)} dt

(2.61)

Using (2.59), it is possible to express the above as

ε2
R = 2

∫ ∞
−∞
|u(t)|2dt− 2<

{
e−jω0t

∫ ∞
−∞

u∗(t)u(t− τ)dt

}
(2.62)

The first term represents the signal energy and can be assumed to be a constant. The

second term is a function of τ which is called the range ambiguity function defined as

χR(τ) =

∫ ∞
−∞

u∗(t)u(t− τ)dt (2.63)

The maximum of χR(τ) is at τ = 0. The resolvability in range is measured by

the squared magnitude of |χR()|2. If |χR(τ)| = χR(0) for some value of τ , then the

two targets are indistinguishable. The most desired shape of χR(τ) for a good range
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resolution is a sharp peak centred at τ = 0. The time delay resolution is given by

∆τ =

∫∞
−∞ |χR(τ)|2dτ
|χR(0)|2

(2.64)

Using Parseval’s theorem

∆τ = 2π

∫∞
−∞ |U(ω)|4dω[∫∞
−∞ |U(ω)|2dω

]2 =
1

B
(2.65)

where B is the bandwidth of the signal. The minimum range resolution corresponding

to ∆τ is

∆R = cs∆τ = cs/B (2.66)

In our simulations, we have used a LFM signal with a bandwidth of 3 kHz. This

gives us a range resolution of 0.5m assuming the velocity of sound as 1500m/s. To find

the velocity resolution for the Packet length based method, this value is of fundamental

importance. The initial Packet length is Ttx seconds. In order to distinguish the effect of

Doppler, the receiver has to move at least the distance ∆R in the interval equalling to the

Ttx. This is necessary in order to bring in the effect of differential range measurement as

in (C.19). In our study, the Ttx is set as 6s. This imply that the target has to move at least

0.5m in the interval Ttx to be detected as a moving one. The minimum velocity of the

target should be 0.5/6 = 0.082m/s ≈ 8cm/s. The importance of the Packet Length

Ttx will be evident from now on. The velocity resolution will depend on how much

distance that the receiver moves in the packet length duration Ttx. Mathematically we

can write the expression for the velocity resolution as

∆v =
∆R

T
=
cs
B
.

1

Ttx
(2.67)

Note that this resolution is dependent on the signal bandwidth (B) and the packet

length (Ttx). Thus depending on the requirements, these two parameters can be adapted

to give a desired resolution. The fundamental requirement is that the target should

maintain a constant velocity during Ttx.
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Figure 2.24: Intolerance of OFDM due to Doppler : Error Probability

Fig. 2.24 illustrates the intolerance of OFDM to Doppler. It is seen that a relative

velocity above 10 cm/s leads to 100% error (Prob. of Error = 0.5) in the demodulated

data. The only alternative is to incorporate a Doppler compensation technique which

can cover a wider range of relative velocities. The resolution of the Doppler estimate

obtained is dependent on the bandwidth B of the LFM signal and the packet length Ttx

as given in (2.67)

We chose a packet length (Ttx) of 25s for OFDM data. The LFM signals used as

frame sync have bandwidth of 3kHz. The Doppler resolution for the frame format can

be found using (2.67) to be 2cm/s. From Figure 5.1, the system is able to tolerate a

relative velocity estimation error upto 10 cm/s.

Fig. 2.25 illustrates the effect of Doppler compensation (re-sampling factor estima-

tion) in the bit error rate. There is seen to be a remarkable improvement from the case

where the system operated without any Doppler compensation. Without the compensa-

tion technique, system could not even tolerate relative velocities of the order 15 cm/s

whereas with the described Doppler compensation technique, relative velocities of the

order of 2 m/s (improvement of the order of 20) can easily be tolerated. We have seen

that the packet length based estimation scheme is able to correctly estimate the Doppler

44



Figure 2.25: Estimation and Compensation of Doppler Shift with Re-sampling

even at higher relative velocities.

From Fig. 2.25, it is seen that the OFDM system can perform reliably only up to a

relative velocity of 2m/s even with Doppler compensation. At higher relative velocities,

the re-sampling of the time scaled signal is not able to recover the OFDM modulated

signal even when the re-sampling factor is estimated correctly. In our system, the high-

est carrier frequency used is 9 kHz. The sampling frequency is fixed at 32 kHz. This

implies that the number of samples per cycle for the largest carrier is approximately

3. This means even a single sample shift can result in a phase change of 120 degrees.

Since the information is encoded in phase by the DQPSK modulation, a change of ±45

degrees will lead to the error in the demodulation.

2.6 Desirable Variations of FM: LFM, QFM, Log FM,

HFM

When there is a large relative velocity, the Doppler Effect is not negligible. In that

case, pulse compression by means of a linear frequency modulation suffers from sig-

45



nificant signal loss in performance due to the mismatch between the received signal

and the matched filter caused by the Doppler distortion. This problem can be avoided

by using a hyperbolic frequency-modulated waveform, which has the inherent Doppler-

invariant property. It is shown (J. Yang and Sarkar, 2006) that the hyperbolic frequency-

modulated waveform is Doppler-invariant under the assumption that the target velocity

is constant, while for a linear frequency-modulated waveform it is not. Other well-

known variations of FM: QFM and Log FM are also numerically compared with LFM

and HFM to get a complete picture.

Linear FM

The transmitted LFM (Chirp) waveforms in the pass band can be expressed as

x(t) = A(t)cos

[
2π

(
f0t+

1

2
kt2
)]

(2.68)

where A(t) is the modulating signal or the envelope function, f0 is the starting carrier

frequency, and k is the frequency sweep rate. If the envelope A(t) varies slowly in

time when compared with the temporal change of the chirp carrier, the instantaneous

frequency is the derivative of the phase term inside the cosine function, that is,

f(t) =
d
(
f0t+ 1

2
kt2
)

dt
= f0 + kt (2.69)

Eqn (2.69) shows that the instantaneous frequency is a linear function of time, so it is

called a linear frequency modulation. Hence the chirp signal is characterized by its start

frequency (f0), stop frequency (f1), and time duration (T ) as:

k =
f1 − f0

T
=
B

T
(2.70)

If there is a relative movement, the received signal is Doppler distorted. This

Doppler-distorted signal can be viewed as a function of two variables: a time delay

caused by the distance and a Doppler scale caused by the relative velocity between the

transmitter and the target. Assuming that both transmitted and returned signals have

the same energy, then the returned signal can be expressed as (E.J. Kelly and Wishner,
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1965)

r(t) =
√
sx[s(t− τ)] (2.71)

where x(t) is the transmitted waveform; τ is the propagation time delay and s is the

Doppler factor, respectively given by

τ =
D

c
(2.72)

s =
c− v
c+ v

(2.73)

where D is the distance between the transmitter and the receiver, c is the velocity of

the signal propagation, and v is the relative velocity between the source and the target.

Substituting (2.68) into (2.71), we obtain

r(t) =
√
sA[s(t− τ)]cos

[
2π

(
f0s(t− τ)+] +

1

2
k(s(t− τ))2

)]
(2.74)

Similar to (2.69), the instantaneous frequency of the reflected signal is

fd(t) =
d
(
f0s(t− τ) + 1

2
k(s(t− τ))2

)
dt

= sf0 + s2k(t− τ) (2.75)

For a Doppler-invariant waveform, the following equation should be satisfied:

f(t) = fd(t− t0) (2.76)

where t0 is a constant time shift. Substituting (2.69) and (2.75) into (2.76), we can solve

for t0 as follows:

f0 + kt = sf0 + s2k(t− t0 − τ)

=⇒ t0 =
kt(s2 − 1) + f0(s− 1)

ks2
− τ

(2.77)

The above equation indicates that for the linear frequency modulated waveform, t0

is a function of time but not a constant; therefore, (2.11) is not satisfied. From (2.75),

we can see that not only is the starting frequency changed, but also the rate of frequency
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modulation rate is also changed. Therefore, when a single channel receiver is used, the

received signal cannot stay matched to the matched filter, the amplitude of the peak

value at the output of the matched filter will be significantly reduced, and the width of

the compressed pulse will increase.

In all the following simulations, the FM duration (=0.1563sec) and band (=5-10kHz)

is taken as same. The spectrogram and matched filter response (Compressed pulse) for

different relative velocities are shown.

Figure 2.26: Spectrogram of an LFM with duration 0.1563sec and band 5-10kHz

2.6.1 Quadratic FM (QFM)

For Quadratic FM the instantaneous frequency is varied as a quadratic function of time,

i.e

f(t) = f0 + kt2

=⇒ k =
f1 − f0

t2

(2.78)
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Figure 2.27: Compressed pulse for the LFM with different relative velocities

Figure 2.28: Spectrogram of an LFM with duration 0.1563sec and band 10-5kHz
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Figure 2.29: Compressed pulse for the Down-LFM with different relative velocities

Figure 2.30: Spectrogram of a QFM with duration 0.1563sec and band 5-10kHz
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Figure 2.31: Compressed pulse for the QFM with different relative velocities

2.6.2 Logarithmic FM (Log FM)

For Logarithmic FM the instantaneous frequency is varied as a logarithmic function of

time, i.e

f(t) = f0k
t

=⇒ k =

(
f1

f0

) 1
t1

(2.79)

2.6.3 Hyperbolic FM (HFM)

Similar to (2.68), the hyperbolic frequency modulated pulse can be written as

x(t) = A(t)cos

[
2π

k
log(1 + kf0t)

]
(2.80)
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FM.png

Figure 2.32: Spectrogram of an Log FM with duration 0.1563sec and band 5-10kHz

Figure 2.33: Compressed pulse for the Log FM with different relative velocities
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where k is a constant factor and f0 is the starting carrier frequency. The instantaneous

frequency is the derivative of the phase term inside the cosine function:

f(t) =
d
[

1
k
log(1 + kf0t)

]
dt

=
1

1/f0 + kt
(2.81)

which is a hyperbolic function of time, so it is called hyperbolic frequency modula-

tion. Substituting (2.80) into (2.69), the received signal is given by

r(t) =
√
sA[s(t− τ)]cos

[
2π

k
(log(1 + kf0s(t− τ)))

]
(2.82)

The instantaneous frequency of the received signal is

fd(t) =
d
[

1
k
(log(1 + kf0s(t− τ)))

]
dt

=
1

1/sf0 + k(t− τ)
(2.83)

Again, substituting (2.81) and (2.83) into (2.11), we obtain

1

1/f0 + kt
=

1

1/sf0 + k(t− t0 = τ)

=⇒ t0 =
1− s
ksf0

− τ
(2.84)

Here, t0 is a constant if we are assuming that the relative velocity between the trans-

mitter and the receiver is a constant. (2.84) indicates that for a hyperbolic frequency

modulated waveform, we can find a constant t0 to satisfy (2.11), which means that the

hyperbolic frequency modulated waveform is Doppler invariant.

2.6.4 Comparison of Scaling Factor Estimation Performance

The packet structure used for the scaling factor estimation is shown in the Fig. 2.36

The performance comparison of up-LFM and Down-LFM in the estimation of Doppler

scale factor is shown in Fig. 2.37.

The performance comparison of up-LFM and up-QFM in the estimation of Doppler

scale factor is shown in Fig. 2.38. The performance comparison of up-LFM and up-
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Figure 2.34: Spectrogram of an HFM with duration 0.1563sec and band 5-10kHz

Figure 2.35: Compressed pulse for the HFM with different relative velocities
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Figure 2.36: Time series and Spectrogram of the packet used for the scaling factor esti-
mation

Figure 2.37: Comparison of up-LFM and Down-LFM in the estimation of scaling fac-
tor.

55



Figure 2.38: Comparison of LFM and QFM in the estimation of scaling factor

HFM in the estimation of Doppler scale factor is shown in Fig. 2.39. The performance

comparison of up-LFM, up-QFM, up-HFM, up Log FM in the estimation of Doppler

scale factor is shown in Fig. 2.40.

HFM clearly out performs LFM in the estimation of scaling factor a when the rela-

tive velocity is greater than 10m/s. Even though the estimation of the scaling factor is

accurate over a wider range, we have seen that as per our present OFDM system spec,

the Doppler compensation by re-sampling is effective only up to ±3m/s. Quadratic

FM and Log FM also gives performance comparable to HFM. Performance of up and

down FM are similar.

2.7 Packet length based Doppler scale Estimation: Lim-

itations of the Assumptions

As mentioned earlier the assumptions involved are:

• A1: All paths have the same doppler rate a

• A2: The path gains Ap and the Doppler rate a are constant over the packet dura-
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Figure 2.39: Comparison of LFM and HFM in the estimation of scaling factor

Figure 2.40: Comparison of up-LFM, HFM, QFM, Log FM in the estimation of scaling
factor
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tion Tpacket.

This leads to following limitation:

• Valid when dominant Doppler scale is caused by the direct transmitter/receiver
motion, NOT by the movement of sea surface or surroundings

• No acceleration, Relative velocity is assumed to be constant over frame duration.
Frame size should be reduced to provide faster rate of Doppler correction

• Need to buffer the whole frame before data demodulation, which limits on-line
real-time receiver

• It is assumed that the strongest path during the preamble and the post-amble is
the same physical path, which is increasingly violated as the packet duration in-
creases

• Time-scale resolution and hence the estimation accuracy may be inadequate for
packets with very short durations

• For small delay spreads, it is observed that the error increases as each path does
not necessarily produce a peak when the FM sequence is correlated with the re-
ceived packet
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CHAPTER 3

Performance and Design of Farrow Filter used for

Arbitrary Re-sampling

3.1 Introduction

We have seen that Doppler compensation by inverse time scaling using the estimated

Doppler time scale value is the key pre-processing required for underwater communi-

cation systems. Inverse time scaling can be implemented using arbitrary re-sampling in

the discrete domain. The re-sampling factor depends on the relative velocity during the

packet transmission interval; hence this can take any fractional number (rational or ir-

rational). This chapter presents the design and implementation details of the re-sampler

by an arbitrary factor.

3.2 Sample Rate conversion by an Arbitrary Factor:

Arbitrary re-sampling filters are designed and implemented as polyphase P -path filters.

Each path provides a delay equal to an integer multiple of 1/P of the input sample

interval for an up-sampler and of 1/P of the output sample interval for a down-sampler.

Fig. 3.1 shows the functional structure of a 1-to-P up-sampling filter as P commutated

stages.

Down sampling can be implemented concurrently with the up sampling by stepping

through the commutator output ports in increments of Q to realize a rational ratio sam-

ple rate change of P/Q. In practice, the filter is implemented as a single stage with

the commutation process relegated to pointers in coefficient (memory) space. When

used for arbitrary re-sampling, the number of stages (P) in the filter is selected to be

sufficiently large so that phase jitter artefacts due to selecting the nearest neighbour (to

the desired interpolation point) is sufficiently small. This time jitter is shown in Fig. 3.2



Figure 3.1: A Polyphase Up-Sampling Filter

where the desired output sample point is located between sample points k and k + 1.

The output is selected from the stage closest to the desired time position.

Figure 3.2: Input and Output Sample Location For P-Stage Re-sampling Filter

The nearest neighbour selection rule is equivalent to sampling an interpolating rect-

angle centred about each output sample. These rectangles, of width equal to the inter-

sample spacing, can be visualized as the output of a zero-order hold (ZOH) applied to

the output data. The ZOH has the effect of applying a sin(Px)/Px to the periodic

spectrum of the interpolated output sequence with the first zero located at the centre

of the first spectral replicate of the 1-to-P up sampled spectrum. The sin(Px)/(Px)

zero crosses the replicate with a slope of −l/P , which while suppressing the replicate,

leaves a residue of peak amplitude 1/(2P ) (Harris, 1984) as shown in Fig. 3.3.

In a similar fashion to the nearest neighbour rule, Linear Interpolation between

neighbours is equivalent to a triangle interpolation which applies a [sin(Px)/(Px)]2

to the up-sampled periodic spectrum. The spectral residue levels due to linear interpo-

lation is bounded by 2/(2P )2

The spectral residues due to zero and first order interpolation, located in the first and
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Figure 3.3: Spectral Residue from Interpolation with Nearest Neighbour Sampling

higher Nyquist zones, alias back into band when the 1-to-P up-sampled data is down-

sampled Q-to-1 by the output commutator. Their number and final location is controlled

by the specific re-sampling process. As a specific example, to hold spectral artefacts

50 dB below peak spectral levels, we require a 158 stage re-sampler when using the

nearest neighbour rule and a 13 stage re-sampler when using a linear slope between

neighbours. In both cases the in-band distortion due to the main lobe of sin(Px)/(Px)

or [sin(Px)/(Px)]2 would be corrected by pre or post process equalization.

3.3 Compact Representation of Filter

We have a number of traditional methods to handle the coefficient sets required for

the arbitrary re-sampling poly phase filter stages. In one option, we pre compute the

weights for all expected re-sampling ratios and download the appropriate set upon se-

lection of the re-sampling ratio. Another option is to extract the desired filter coeffi-

cients from a large array containing samples of a highly oversampled version of the

desired low pass filter. In the limit, the prototype array would contain a continuous

representation of the filter impulse response which we would then sample at the appro-

priate locations. In fact, a sufficiently highly oversampled prototype filter could supply

the polyphase weights using nearest neighbour or linear interpolation of the table (Har-

ris, 1984). Note, in this option, it is the table and not the signal that is interpolated. The

spectral artefacts caused by sampling the prototype filter are the same levels as those

obtained when we re-sampled the time series, namely 1/(2M) and 2/(2M)2 where M

is the oversample ratio of the prototype filter.

The coefficient mapping of the polyphase filter stages is given by the Table 3.1
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Table 3.1: The coefficient mapping of the polyphase filter stages

FILTER LENGTH: An estimate of the length N/P of the polyphase stage filter

can be found from (3.1) which defines the length N of the prototype filter. Here P is the

up-sample ratio, fs and ∆f are the filter’s input sample rate and transition bandwidth

respectively while K(δ1, δ2) is a proportionality factor related to the in-band and out-

of-band ripple

N ∼= P
fs

∆f
K(δ1, δ2) (3.1)

For in-band ripple levels appropriate to selected out-of-band levels, this constant

K(δ1, δ2) can be approximated by ATTN(dB)/22, where ATTN(dB) is the filter’s

minimum stop band attenuation. The important concept here is thatN/P , the polyphase

filter length, is a constant dependent only on the filter’s quality factors. Here quality

is interpreted by the percentage of the sample rate allocated to the filter’s transition

bandwidth, and the depth of the filter’s out-of-band side lobes.

3.4 Farrow Filter

The Farrow filter (C.W. Farrow, 1988) structure enables arbitrary re-sampling of time

series by employing low order piecewise polynomials to approximate the segments of

the impulse response of a prototype low-pass filter from which samples of arbitrary

interpolator can be computed. Alternatively, the coefficients of the approximating poly-

nomials can be applied directly to the input data to form, a data-dependent, polynomial
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series expansion of the input data which can, in turn, be evaluated at the desired sample

points.

Denoting the output sample by y, Row r would compute sample at time index y(n+

r/P ) and row r + 1 would compute a sample at time index y(n + (r + 1)/P ). Need

to calculate the output at the time index r + ∆ between the polyphase stages r and

r + 1. For an arbitrary point ∆ between stages r and r + 1, a non-existing filter is

needed to compute at sample y(n + (r + ∆)/P ). How? Linear interpolation of filter

outputs between the nearest neighbours is the same as the result of filtering the input

with an equivalent filter obtained as by the interpolation of filter coefficients. Assuming

N/P = 4

y

(
n+

r + ∆

P

)
= y(n+ r).(1−∆) + y(n+ r + 1)∆

=⇒ y

(
n+

r + ∆

P

)
= (1−∆)

4∑
k=0

x(n− k)hr(k) + ∆
4∑

k=0

x(n− k)hr+1(k)

=⇒ y

(
n+

r + ∆

P

)
=

4∑
k=0

x(n− k) [(1−∆)hr(k) + ∆hr+1(k)]

=⇒ y

(
n+

r + ∆

P

)
=

4∑
k=0

x(n− k)hr+∆(k)

(3.2)

This is simple yet useful result.

Referring to Fig. 3.4, the coefficient vector of each column in the polyphase struc-

ture can be considered as a P -sample approximation to a smooth continuous time func-

tion. Each column m can be approximated by a lth order polynomial Pm(x) where

Pm(x) =
∑
l

b(l,m)xl (3.3)

The coefficients of the interpolation filter for the offset ∆ is computed by evaluating

the approximating polynomial Pm(x)|x=∆, ∀m.

hr+∆(m) = Pm(∆)|0≤m≤N−1 (3.4)
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Figure 3.4: Two Dimensional Mapping of polyphase Filter Coefficient Set.

Is this not a complicated and computationally intensive procedure? No! Because we

have the freedom to select the approximation polynomial Pm() which decides the com-

plexity and computational requirements. For practical purposes a cubic approximation

is sufficient and stable numerical techniques can be applied.

Consider a cubic approximation (l = 4), the mathematical relations evolve as fol-

lows: Let the input time series be x[n], the output time series be y[n]. The interpolated

sample y[n+ ∆] can be expressed as Time sample interpolation:

y[n+ ∆] =
4∑

m=0

hr+∆ (3.5)

Polynomial Approximation:

y[n+ ∆] =
4∑

m=0

{
4∑
l=0

b(l,m)∆l

}
x(n−m)

=
4∑
l=0

∆l

{
4∑

m=0

b(l,m)x(n−m)

}

=
4∑
l=0

c(n, l)∆l

(3.6)
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where

c(n, l) =
4∑

m=0

b(l,m)x(n−m) (3.7)

Computation of c(n, l) is independent of ∆. For a given re-sampling factor the ∆

is not a constant, but it is a function of output sample index as shown in the following

section

3.5 Design of Farrow Filter

The following steps leading to the design of Farrow interpolator structures for the piece-

wise cubic interpolators closely follow (Rice, 2008).

T -spaced samples of the band limited continuous time signals x(t) are available and

denoted by · · · , x ((n− 1)T ) , x ((n)T ) , x ((n+ 1)T ) , x ((n+ 2)T ) , · · ·

The commonly used terms to describe interpolation are illustrated by the diagram

in Fig. 3.5

Figure 3.5: Illustration of the relationships between the interpolation interval TI , the
sample time T , the base point indexes, and fractional intervals.

The desired sample is a sample of x(t)|t=kTI and is called the kth interpolant. The

process used to compute x(kTI) from the available samples is called interpolation.

When the kth interpolant is between samples x(nT ) and x(n + 1)T , the sample in-
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dex n is called the kth base-point index and is denoted m(k)T . The time instant kTI is

some fraction of a sample time greater than m(k)T . This fraction is called the kth frac-

tional interval and is denoted µ(k). The kth fractional interval satisfies 0 < µ(k) < 1

and is defined by µ(k)T = kTI −m(k)T . The fundamental equation for interpolation

may be derived by considering a fictitious system involving continuous-time processing

illustrated in Fig. 3.6.

Figure 3.6: Fictitious system using continuous-time processing for performing interpo-
lation.

The samples x(nT )(n = 0, 1, · · · ) are converted to a weighted impulse train

xa(t) =
∑
n

x(nT )δ(t− nT ) (3.8)

by the digital-to-analog converter (DAC). The impulse train is filtered by an interpolat-

ing filter with impulse response hI(t) to produce the continuous-time output x(t). The

continuous-time signal x(t) may be expressed as

x(t) =
∑
n

x(nT )hI(t− nT ) (3.9)

To produce the desired interpolants, x(t) is re-sampled at intervals kTI(k = 0, 1, · · · ).

The kth interpolant is (3.9) evaluated at t = kTI and may be expressed as

x(kTI) =
∑
n

x(nT )hI(kTi − nT ) (3.10)

The variable n indexes the signal samples. The convolution sum (3.10) may be re-
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expressed using a filter index i. Using m(k) = bkTI/T c and µ(k) = kTI/T −m(k),

the filter index is i = m(k)−n. Using the filter index, equation (3.10) may be expressed

as

x(kTI) =
∑
i

x((m(k)− i)T )hI((i+ µ(k))T ) (3.11)

Equation (3.11) will serve as the fundamental equation for interpolation and shows that

the desired interpolant can be obtained by computing a weighted sum of the available

samples. The optimum interpolation filter is an ideal low-pass filter whose impulse

response is

hI(t) =
sin(πt/T )

πt/T
(3.12)

Given a fractional interval µ the ideal impulse response is sampled at t = iT − µT

to produce the filter coefficients required by (3.11).

3.5.1 Piecewise Polynomial Interpolation

The underlying continuous-time waveform x(t) is approximated by a polynomial in t

of the form

x(t) ≈ cpt
p + cp−1t

p−1 + · · · c1t+ c0 (3.13)

The polynomial coefficients are determined by the (p+1) sample values surrounding

the base point index. Once the coefficient values are known, the interpolant at t =

kTI = (m(k) + µ(k))T is obtained using

x(kTI) ≈ cp(kTI)
p + cp−1(kTI)

p−1 + · · · c1(kTI) + c0 (3.14)

Three special cases, p = 1, 2, and 3 are of interest and are illustrated in Fig. 3.7.

When p= 1, the first degree polynomial
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Figure 3.7: Three special cases of polynomial interpolation: (top) linear interpolation,
(middle) quadratic interpolation and (bottom) cubic interpolation

68



x(t) ≈ c1t+ c0 (3.15)

is used to approximate the underlying continuous-time waveform. The desired inter-

polants are computed from

x((m(k) + µ(k))T = c1((m(k) + µ(k))T ) + c0 (3.16)

The coefficients c1 and c0 are determined by the available samples and satisfy the

equation

 x(m(k)T )

x((m(k) + 1)T )

 =

 m(k)T 1

(m(k) + 1)T 1

c1

c0

 (3.17)

Solving the above for c1 and c0 and substituting into (3.16) produces

x((m(k) + µ(k))T ) = µ(k)x((m(k) + 1)T ) + (1− µ(k))x(m(k)T ) (3.18)

which is the familiar linear interpolator. Four observations are important:

• The first is that the interpolant is a linear combination of the available sam-
ples. As a consequence, the interpolant can be thought of as the output of a filter
with coefficients suggested by (3.18):

x((m(k) + µ(k))T ) =
0∑

i=−1

h1(i)x((m(k)− i)T ) (3.19)

where

h1(−1) = µ(k)

h1(0) = 1− µ(k)
(3.20)

• The second important observation is that the equivalent filter coefficients
are a function only of the fractional interval and not a function of the base-
point index. The base-point index defines which set of samples should be used
to compute the interpolant.

• The third observation is that the interpolating filter is linear phase FIR filter,
which is an extremely important property for digital communications. To see that
this filter is linear phase, note that the coefficients are symmetric about the center
point of the filter that is defined by µ(k) = 1/2. In other words, h((m+1/2)T ) =
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h((−m+ 1/2)T ) for m = 0, 1, 2, · · · .This is a result of using an even number of
samples to compute an interpolant that is between the middle two.

• The final observation is that the sum of the coefficients is unity and is there-
fore independent of µ(k).

As a consequence, the interpolating filter does not alter the amplitude of the underly-

ing continuous-time waveform in the process of producing the interpolant. The second

observation is an attractive feature because any finite precision computing device would

eventually overflow as m(k) increased. The third property requires the use of an even

number of samples by the interpolator. An even number of samples is needed to define

an odd-degree approximating polynomial. For this reason, odd-degree approximating

polynomials are popular. The next highest odd-degree polynomial is p = 3. In this case

x(t) ≈ c3t
3 + c2t

2 + c1t+ c0 (3.21)

is used to approximate the underlying continuous-time waveform. The desired inter-

polants are computed from

x((m(k)+µ(k))T ) ≈ c3(m(k)+µ(k)3+c2(m(k)+µ(k)2+c1(m(k)+µ(k)+c0 (3.22)

The coefficients c3, c2, c1, and c0 are defined by



x((m(k)− 1)T )

x(m(k)T )

x((m(k) + 1)T )

x((m(k) + 2)T )


=



((m(k)− 1)T )3 ((m(k)− 1)T )2 (m(k)− 1)T 1

(m(k)T )3 (m(k)T )2 m(k)T 1

((m(k) + 1)T )3 ((m(k) + 1)T )2 (m(k) + 1)T 1

((m(k) + 2)T )3 ((m(k) + 2)T )2 (m(k) + 2)T 1





c3

c2

c1

c0


(3.23)
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Solving the above for c3, c2, c1, and c0 and substituting into (3.22) produces

x((m(k) + µ(k))T ) =

(
µ(k)3

6
− µ(k)

6

)
x((m(k) + 2)T )

−
(
µ(k)3

2
− µ(k)2

2
− µ(k)

)
x((m(k) + 1)T )

+

(
µ(k)3

2
− µ(k)2 − µ(k)

2
+ 1

)
x(m(k)T )

−
(
µ(k)3

6
− µ(k)2

2
− µ(k)

3

)
x((m(k)− 1)T )

(3.24)

which is called a cubic interpolator. When interpreted as a filter, the cubic interpolator

output is of the form

x((m(k) + µ(k))T ) =
1∑

i=−2

h3(i)x((m(k)− i)T ) (3.25)

where the filter coefficients are

h3(−2) =
µ(k)3

6
− µ(k)

6

h3(−1) = −µ(k)3

2
+
µ(k)2

2
+ µ(k)

h3(0) =
µ(k)3

2
− µ(k)2 − µ(k)

2
+ 1

h3(1) = −µ(k)3

6
+
µ(k)2

2
− µ(k)

3

(3.26)

Using piecewise polynomial interpolator to produce the desired interpolant result in a

computation of the form

x((m(k) + µ(k))T ) =

I2∑
i=−I1

hp(i;µ(k))x((m(k)− i)T ) (3.27)

Comparing (3.27) with the fundamental interpolation equation (3.27) shows that

the filter coefficients hp(i;µ(k)) play the role of approximating the samples of the ideal

interpolation filter hI((i − µ(k))T ). Plots of h1(i;µ(k)), h2(i;µ(k)), and h3(i;µ(k)),

are shown in Fig. 3.8. Observe that as p increases, hp(i;µ(k)), approximates (3.12)

with greater and greater accuracy. In fact, in the limit p → ∞, hp(i; (k)), approaches
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(3.12).

Figure 3.8: Plot of the filter impulse responses resulting from piecewise polynomial
interpolation

Since the filter coefficients suggested by the filter structure defined by (3.20), and

(3.26), are a function of the variable µ(k), a hardware implementation requires two-

input multipliers with two variable quantities. The complexity can be reduced by for-

mulating the problem in terms of two-input multipliers where one of the inputs is fixed.

To do this, observe that each filter coefficient hp(i;µ(k)) in (3.27) may be written as a

polynomial in µ(k), Let

hp(i;µ(k)) =

p∑
l=0

bl(i)µ(k)l (3.28)

represent the polynomial. Substituting (3.28) into (3.27) and rearranging produces

x((m(k) + µ(k))T ) =

p∑
l=0

µ(k)l
I2∑
i=I1

bl(i)x((m(k)− i)T )︸ ︷︷ ︸
v(l)

(3.29)

The inner sum looks like a filter equation where the input data samples x((m(k)i)T )

pass through a filter with impulse response bl(i). The bl(i) are independent of µ(k).

Thus, this filter has fixed coefficients and an efficient implementation. Computing
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(3.29) by nested evaluation produces an expression of the form

x((m(k) + µ(k))T = {[v(3)µ(k) + v(2)]µ(k) + v(1)}µ(k) + v(0) (3.30)

for cubic interpolation. This is called Horner’s rule(Rice, 2008). Mapping these ex-

pressions to hardware results in an efficient filter structure called the Farrow structure

illustrated in Fig. 3.9. The Farrow coefficients for the Farrow structure are listed in

Table 3.2

Table 3.2: Farrow coefficients bl(i) for the cubic interpolator(Rice, 2008)

Figure 3.9: Farrow interpolator structures for the piecewise cubic interpolators(Rice,
2008)
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Figure 3.10: Matlab Example:Sampling-rate alteration by the fractional factor R =
16/15
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CHAPTER 4

Conventional Synchronization Techniques Applicable to

Narrowband OFDM Systems

The advantage of OFDM can be useful only when the orthogonality of the sub-carriers

is maintained. If orthogonality is not sufficiently maintained by some means, OFDM

performance may be degraded due to inter-symbol interference (ISI) and inter-channel

interference (ICI). In this chapter, we will analyse the effects of symbol timing offset

(STO) and carrier frequency offset (CFO), and then discuss the synchronization tech-

niques to handle the potential STO and CFO problems in OFDM systems. Let ε and δ

denote the normalized CFO and STO, respectively. The lth OFDM symbol of received

baseband signal under the presence of CFO (ε) and STO (δ) can be expressed as

yl[n] =IDFT {Yl[k]} = IDFT {Hl[k]Xl[k] + Zl[k]}

=
1

N

N−1∑
k=0

Hl[k]Xl[k]ej2π(k+ε)(n+δ)/N + zl[n]
(4.1)

where zl[n] = IDFTZl[k].

4.1 Effect of Symbol Timing Offset

IFFT and FFT are the fundamental functions required for the modulation and demodu-

lation at the transmitter and receiver of OFDM systems, respectively. In order to take

the N-point FFT in the receiver, we need the exact samples of the transmitted signal for

the OFDM symbol duration. In other words, a symbol-timing synchronization must be

performed to detect the starting point of each OFDM symbol (with the CP removed),

which facilitates obtaining the exact samples. Table 4.1 shows how the STO of δ sam-

ples affects the received symbols in the time and frequency domain where the effects of

channel and noise are neglected for simplicity of exposition. Note that the STO of δ in



the time domain incurs the phase offset of 2πkδ/N in the frequency domain, which is

proportional to the sub-carrier index k as well as the STO δ.

Table 4.1: The effect of symbol timing offset (STO).

Depending on the location of the estimated starting point of OFDM symbol, the

effect of STO might be different. Fig. 4.1 shows four different cases of timing offset, in

which the estimated starting point is exact, a little earlier, too early, or a little later than

the exact timing instance. Here, we assume that the multi-path delay spread incurs the

lagged channel response of τmax. In the current analysis, the effects of the noise and

channel are ignored.

Figure 4.1: Four different cases of OFDM symbol starting point subject to STO

In the case of safe DFT window a single tap frequency domain equalizer can solve

the problem as there is no ISI. But in our case since we are not using any channel esti-

mation and compensation methods, even this will create a problem if the resulting phase

shift between adjacent OFDM symbols is more than ±450 as we are using Differential

QPSK modulation.
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Figure 4.2: Constellation, Real and Imaginary Spectrum for STO=0

Figure 4.3: Constellation, Real and Imaginary Spectrum for STO=30%
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4.2 Effect of Non-Uniform Doppler / Sampling skew

We have seen in the last chapter that the effect of Doppler in wideband OFDM is that

each sub-carrier experiences a Doppler shift ej2πafkt, which depends on the frequency

of the sub-carrier. This is illustrated in Fig. 4.4 through Fig. 4.6 using a sparse OFDM

symbol.

Figure 4.4: Time and Spectra of Sparse OFDM Symbol

For a wideband OFDM system the effect of Doppler and sampling skew are the

same. It essentially causes scaling in time domain or non-uniform shift and spread in

frequency domain. In the last chapter, we have shown mathematically that resampling

converts non-uniform Doppler shift to uniform Doppler shift, and hence a wideband

problem to narrowband problem. Once this is achieved we can use standard CFO com-

pensation techniques applicable to conventional narrowband RF systems.
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Figure 4.5: Time and Spectra with Doppler Time Scale /Sampling skew = 1.04fs

Figure 4.6: Time and Spectra with Doppler Time Scale /Sampling skew = 0.96fs
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Figure 4.7: Constellation, Real and Imaginary Spectrum for Doppler Time Scale /Sam-
pling skew of 5% of Sampling Time Period per Symbol

4.3 Effect of Uniform Doppler / Carrier Frequency Off-

set

Let us define the normalized CFO, ε, as a ratio of the CFO to sub-carrier spacing ∆f ,

shown as

ε =
foffset

∆f
(4.2)

Let εi and εf denote the integer part and fractional part of ε, respectively, and there-

fore, ε = εi + εf , where εi = bεc. For the time-domain signal x[n], a CFO of ε causes

a phase offset of 2πnε, that is, proportional to the CFO ε and time index n. Note that it

is equivalent to a frequency shift of −ε on the frequency-domain signal X[k]. For the

transmitted signal x[n], the effect of CFO ε on the received signal y[n] is summarized

in Table 4.2.

Fig. 4.8 shows that the frequency shift of ε = εi+ εf in the frequency-domain signal

X[k] subjects to the CFO of ε and leads to an inter-carrier interference (ICI), which

means a sub-carrier frequency component is affected by other sub-carrier frequency
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Table 4.2: The effect of CFO on the received signal.

components.

Figure 4.8: Inter-carrier interference (ICI) subject to CFO.

From (4.1), the time-domain received signal can be written as

yl[n] =
1

N

N−1∑
k=0

H[k]Xl[k]ej2π(k+ε)n/N + zl[n] (4.3)

The effect of CFO =0.1bin width in time domain and frequency domain for a sparse

OFDM is shown in the Fig. 4.9

The Constellation, Real and Imaginary Spectrum for CFO = 0.1Bin is shown in the

Fig. 4.10

The impact of frequency offset resulting in Inter Carrier Interference (ICI) while

receiving an OFDM modulated symbol is shown in the Fig. 4.11.
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Figure 4.9: Time and Spectra With CFO = 0.1 Bin

Figure 4.10: Constellation, Real and Imaginary Spectrum for CFO = 0.1Bin
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Figure 4.11: Error Magnitude vs. frequency offset for OFDM

Impact CFO on BER in AWGN and Rayleigh fading channel are shown in Fig. 4.12

and Fig. 4.13

4.4 Estimation Techniques for CFO

The frequency synchronization algorithms in OFDM systems can preliminary can be

classified as follows:

• Processing domain: time or frequency

• Observation space: considering cyclic prefix or not

• Level of data-assistance: preamble-aided or pilot-aided

For WLAN applications, pilot, preamble and cyclic prefix are used. The preamble

and pilot allow the receiver to use efficient maximum likelihood algorithms to estimate

and correct the frequency offset.

4.4.1 Time-Domain Estimation Techniques for CFO

Frequency Offset in the time domain can be estimated by measuring phase slope i.e.,

Change in Phase of a complex periodic time signal in a specified time interval as shown
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Figure 4.12: Impact CFO on BER in AWGN channel
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Figure 4.13: Impact CFO on BER in Rayleigh fading channel
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in Fig. C.1

Figure 4.14: Measuring Frequency Offset in the time Domain

For CFO estimation in the time domain, cyclic prefix (CP) or training symbol is

used. Each of these techniques is described as below.

CFO Estimation Techniques Using Cyclic Prefix (CP) in Time Domain

With perfect symbol synchronization, a CFO of ε results in a phase rotation of 2πnε/N

in the received signal. Under the assumption of negligible channel effect, the phase

difference between CP and the corresponding rear part of an OFDM symbol (spaced N

samples apart) caused by CFO is 2πNε/N = 2πε Then, the CFO can be found from the

phase angle of the product of CP and the corresponding rear part of an OFDM symbol.

ε̂ =
1

2π
arg {y∗l [n]yl[n+N ]} , n = −1,−2, · · · −Ng. (4.4)

In order to reduce the noise effect, its average can be taken over the samples in a CP

interval as

ε̂ =
1

2π
arg


−1∑

n=−Ng

y∗l [n]yl[n+N ]

 , n = −1,−2, · · · −Ng. (4.5)

Since the argument operation arg() is performed by using tan−1(), the range of

CFO estimation is [−π,+π)/2π = [−0.5,+0.5) so that |ε̂| < 0.5 and consequently,

integral CFO cannot be estimated by this technique.
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Note that y∗l [n]yl[n+N ] becomes real only when there is no frequency offset. This

implies that it becomes imaginary as long as the CFO exists. In fact, the imaginary part

of y∗l [n]yl[n + N ] can be used for CFO estimation In this case, the estimation error is

defined as

eε =
1

L

L∑
n=1

Im {y∗l [n]yl[n+N ]} (4.6)

where L denotes the number of samples used for averaging. Note that the expectation

of the error function in eqn. (4.6) can be approximated as

E {eε} =
σ2
d

N
sin

(
2πε

N

) L∑
k correspond to useful carriers

|Hk|2 ≈ Kε (4.7)

where σ2 is the transmitted signal power, Hk is the channel frequency response of the

kth subcarrier, and K is a term that comprises transmit and channel power. Frequency

synchronization can be maintained by controlling VCO in accordance with the sine

function shown in Fig. 4.15

|ε̂| < 0.5 (4.8)

Figure 4.15: S-curve around the origin

CFO Estimation Techniques Using Training Symbol in Time Domain

The range of CFO estimation can be increased by reducing the distance between two

blocks of samples for correlation. Let D be an integer that represents the ratio of the
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OFDM symbol length to the length of a repetitive pattern. Let a transmitter send the

training symbols with D repetitive patterns in the time domain, which can be generated

by taking the IFFT of a comb-type signal in the frequency domain given as

xl[k] =

Am, if k = D.i, i = 0, 1, · · · , (N/D − 1)

0 otherwise
(4.9)

whereAm represents an M-ary symbol andN/D is an integer. As xl[n] and xl[n+N/D]

are identical (i.e., yl∗[n]yl[n+N/D] = |yl[n]|2ejπε a receiver can make CFO estimation

as

ε̂ =
D

2π
arg


N/D−1∑
n=0

y∗l [n]yl[n+N/D]

 (4.10)

The CFO estimation range covered by this technique is {|ε| ≤ D/2},which becomes

wider as D increases. Note that the number of samples for the computation of corre-

lation is reduced by 1/D, which may degrade the MSE performance. In other words,

the increase in estimation range is obtained at the sacrifice of MSE (mean square error)

performance. Fig. 4.16 shows the estimation range of CFO vs. MSE performance for

D = 1 and 4. Here, a trade-off relationship between the MSE performance and esti-

mation range of CFO is clearly shown. As the estimation range of CFO increases, the

MSE performance becomes worse.

By taking the average of the estimates with the repetitive patterns of the shorter

period as

ε̂ =
D

2π
arg


D−2∑
m=0

N/D−1∑
n=0

y∗l [n+mN/D]yl[n+ (m+ 1)N/D]

 (4.11)

the MSE performance can be improved without reducing the estimation range of CFO.

As an example, in IEEE 802.11a system, the carrier frequency is approximately

5.3GHz, standard specifies a maximum oscillator error of 20 parts per million (ppm).

Thus, with opposite signs, the amounts to a frequency error of f∆ = 40× 10−6× 5.3×
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Figure 4.16: Estimation range of CFO vs. MSE performance.

109 = 212kHz. Now consider the long training symbols. The delay is D = 64.

f∆ =
1

2πDTs
= 156.25kHz (4.12)

Observe that this is less than the maximum possible error defined in the standard.

Thus this estimator would not be reliable if only the long training symbols are used.

In the IEEE 802.11a short training symbols are also specified with the sample time of

50ns and the delay D = 16 (which is 4 times shorter), Thus the maximum frequency

error that can be estimated is

f∆ =
1

2πDTs
= 625kHz (4.13)

Now the max possible frequency error is well within the range of the algorithm.

IEEE 802.11a suggests a two-step frequency estimation process with a coarse fre-

quency estimate performed from the short training symbols and a fine frequency syn-

chronization from the long training symbols.
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4.4.2 Frequency-Domain Estimation Techniques for CFO

Preamble based Method/Moose Method

If two identical training symbols are transmitted consecutively, the corresponding sig-

nals with CFO of ε are related with each other as follows:

y2[n] = y1[n]ej2πNε/N ↔ Y2[k] = Y1[k]ej2πε (4.14)

Using the relationship in(4.14), the CFO can be estimated as

ε̂ =
1

2π
tan−1

{∑N−1
k=0 Im [Y ∗1 [k]Y2[k]]∑N−1
k=0 Re [Y ∗1 [k]Y2[k]]

}
(4.15)

which is a well-known approach (Moose, 1994).Although the range of CFO estimated

by (4.15) is |ε| = π/2π = 1/2, that is, ±1/2 the inter carrier-spacing. It can be

increased D times by using a training symbol with D repetitive patterns. The repetitive

patterns in the time-domain signal can be generated by (4.9). In this case, (4.15) is

applied to the sub-carriers with non-zero value and then, averaged over the sub-carriers.

As discussed in the previous subsection, the MSE performance may deteriorate due to

the reduced number of non-zero samples taken for averaging in the frequency domain.

Note that this particular CFO estimation technique requires a special period, usually

known as a preamble period, in which the consecutive training symbols are provided

for facilitating the computation in (4.15). In other words, it is only applicable during

the preamble period, for which data symbols cannot be transmitted. As ε→ 0.5, ε may,

due to noise and the discontinuity of the arctangent, jump to −0.5. When this happens,

in practice, the estimate becomes useless.

Pilot tones based/Classen’s Maethod

We can think about another technique that allows for transmitting the data symbols

while estimating the CFO. As proposed by (F. Classen and Meyr, 1994), pilot tones

can be inserted in the frequency domain and transmitted in every OFDM symbol for

CFO tracking. Figure 5.16 shows a structure of CFO estimation using pilot tones. First,

two OFDM symbols, yl[n] and yl+D[n], are saved in the memory after synchronization.
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Then, the signals are transformed into {Yl[k]} |N−1
k=0 and {Yl+D[k]} |N−1

k=0 via FFT, from

which pilot tones are extracted. After estimating CFO from pilot tones in the frequency

domain, the signal is compensated with the estimated CFO in the time domain. In this

process, two different estimation modes for CFO estimation are implemented: acquisi-

tion and tracking modes. In the acquisition mode, a large range of CFO including an

integer CFO is estimated. In the tracking mode, only fine CFO is estimated. The integer

CFO is estimated by

ε̂acq =
1

2π.Tsub
max
ε

{∣∣∣∣∣
L−1∑
j=0

Yl+D [p[j], ε]Y ∗l [p[j], ε]X∗l+D [p[j]]Xl [p[j]]

∣∣∣∣∣
}

(4.16)

where L, p[j], and Xl[p[j]] denote the number of pilot tones, the location of the jth pilot

tone, and the pilot tone located at p[j] in the frequency domain at the lth symbol period,

respectively. Meanwhile, the fine CFO is estimated by

ε̂f =
1

2π.TsubD
arg

{
L−1∑
j=1

Yl+D [p[j], ε̂acq]Y
∗
l [p[j], ε̂acq]X

∗
l+D [p[j]]Xl [p[j]]

}
(4.17)

In the acquisition mode, ε̂acq and ε̂f are estimated and then, the CFO is compensated

by their sum. In the tracking mode, only ε̂f is estimated and then compensated. The

block diagram is shown in the Fig. 4.17

Figure 4.17: CFO synchronization scheme using pilot tones. Adapted from (F. Classen
and Meyr, 1994)
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The simulated results of MSE performance of all the three CFO estimation tech-

niques described is shown in the Fig. 4.18

Figure 4.18: MSE of CFO estimation techniques (simulated)
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CHAPTER 5

Differential Techniques to Combat Uncertainties in

Phase and Phase Derivatives

For coherent detection, the path gains must be known at the receiver which is referred to

in literature as Channel State Information at the Receiver (CSIR). In practice, the path

gains are estimated at the receiver by transmitting pilot signals which causes reduction

in the effective data rate. There will be mismatch between the path gains and their

estimates and it is almost impractical to track the variations for very fast fading channels

such as UWA channels. In differential detection, the decoder does not need channel

estimation (no CSIR) and compensation. The transmitted symbols depend on each other

and the decoder can detect from successive symbols. The single differential technique is

tolerant to phase errors and double differential technique is tolerant to phase as well as

frequency errors. Different Possible Options exist with Differential Detection as listed

below.

1. Single Carrier Vs Multiple Carriers (OFDM)

2. Time Domain Vs Frequency Domain

3. Single Symbol Vs Multiple Symbols

4. Single Differential Vs Double Differential

5. Single Tx Antenna Vs Multiple Tx Antenna (Diff STBC)

Designer has to choose the best option for suitable for his application. The following

sections in this chapter compare the theoretical and simulation results mostly available

in literature. The focus is not an in depth study of a specific result but to come up with

a combination of results suitable for UWA channels.

5.1 Single Carrier vs. Multi Carrier Modulation Schemes

From Table 1.2, the coherence bandwidth (delay spread) is seen to limit the number

of symbols transmitted per second. Multi carrier modulation schemes such as OFDM



can effectively transform the frequency-selective fading channel into multiple parallel

flat fading channels without requiring knowledge of channel gains at the transmitter.

Depending upon the worst case delay spread encountered in the channel the length

cyclic prefix/zero padding can be adjusted in OFDM-based systems. This approach

is much simpler than single carrier modulation approaches with prohibitively complex

adaptive equalization requirement for UWA channel.

5.2 Time Domain Differential OFDM vs. Frequency

Domain Differential OFDM

In OFDM, differential modulations can be applied either in time domain (between suc-

cessive OFDM symbols on the same sub carrier) or in frequency domain (between

adjacent sub carriers in the same OFDM symbol). The idea is illustrated in Fig. 5.1

Figure 5.1: Time Domain Differential vs. Frequency Domain Differential OFDM

Referring to Fig. 5.2, if the fading is not frequency selective, then frequency domain

differential OFDM performs well because of good coherence between sub carriers even

under fast fading (high Doppler). Similarly, if the fading is not fast (low Doppler), time

domain differential OFDM performs well because of good coherence between adjacent

OFDM symbols, even under frequency selective fading (large RMS delay spread). So

in the most general case, neither technique provides any benefit for underwater acoustic

channels, because the fading phenomenon is both frequency selective and fast. How-
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ever if the relative velocity between platforms is slow to moderate (low Doppler), time

domain differential OFDM is a good choice as against coherent techniques.

Figure 5.2: Explanation using four quadrant description

5.3 Single Symbol vs. Multiple Symbols

The figure shows the influence of frequency offset on the reception of OFDM/DQPSK

signal using muti-bit Differential Detection algorithm, in an AWGN channel. From

Fig. 5.3 we can see that system is less sensitive to frequency offset for smaller values

of the number of bits that are compared during the detection (NB), but the system has a

better BER for larger values of parameter NB.

5.4 Single Differential vs. Double Differential Schemes

In the previous section, we have seen that time domain differential technique is a good

choice for UWA channels provided Doppler is low (slow fading). This is due to the

well-known fact that DPSK/DQPSK eliminates the performance degradation due to

phase differences between the carrier signal and the receiver’s local reference signal if
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Figure 5.3: Influence of Frequency Offset on the Reception of OFDM/DQPSK Sig-
nal using Muti-Bit Differential Detection Algorithm [Adapted from (Bojan
Dimitrijevic et al., 2011)]

the differences are constant over two symbol intervals; however, it does not eliminate

degradation due to frequency differences/offsets. In the late 1970’s, several modulation

schemes were proposed (Pent, 1978),(Okunev, 1979) that employed second-order dif-

ferential encoding of the data, i.e., encoding the data into the signal phase as the differ-

ence of two adjacent phase angle differences, thereby requiring three symbol intervals

for decoding. Such modulation schemes, together with second-order differentially co-

herent detection, can be shown to reduce the effects on performance degradation due

to both phase and frequency differences when the differences are constant over three

symbol intervals. Such systems were referred to by Pent (Pent, 1978) as "Doubly Dif-

ferential PSK (DDPSK)." This modulation technique was first introduced in Russian

literature for high Doppler, Low Earth Orbit (LEO) satellite communication applica-

tions. The block diagram of DDPSK Encoder and Detector is given in the Fig. 5.4.

The error probability for DDPSK as a function of signal energy-to-noise ratio (E/N0)
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Figure 5.4: The block diagram of DDPSK Encoder and Detector

is given in below (van Alphen and Lindsey, 1994)

PDDPSK(E ′) =
1

2
− E ′

2πN0

∫ π

0

∫ π

0

erf

(√
E ′

N0

cos(2η2 − η1)

)

.erf

(
E ′

N0

cosη2

)
cosη1cosη2

.exp

(
E ′[sin2η1 + sin2η2]

−N0

)
dη1dη2

(5.1)

In Fig. 5.5 we plot the error probability given in (5.1) as a function of signal energy-to-

noise ratio (E/N0) for the special case of no frequency difference between the carrier

signal and the receiver’s local reference signal. i.e.,

ωdT = 0 =⇒ E ′ = E.

(
sin(ωdT/2)

ωdT/2

)2

= E (5.2)

For the purpose of comparison, we also plot the probability of error for classical Binary

Phase Shift Key (BPSK) and first-order binary Differentially Coherent Phase Shift Key

(DPSK) assuming no frequency difference which are given by the following expres-

sions.

PBPSK(E) =
1

2
erfc

(√
E

N0

)
(5.3)

PDPSK(E) =
1

2
exp

(
− E

N0

)
(5.4)

In Fig. 5.6 we plot the error probability given by (5.1) for binary DDPSK and the
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Figure 5.5: Performance Curves for Binary Modulation Techniques (fdT = 0)
[Adapted from (van Alphen and Lindsey, 1994)]
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probability of error for binary DPSK with various frequency difference. i.e., when

ωdT 6= 0 =⇒ E ′ = E.

(
sin(ωdT/2)

ωdT/2

)2

(5.5)

The error probability for DPSK as a function of signal energy-to-noise ratio (E/N0)

is given in below (van Alphen and Lindsey, 1994)

PDPSK(E ′) =
1

2
−1

2

√
E ′

πN0

×
∫ π

0

[
erf

(√
E ′

N0

cos(η − ωdT )

)]
cosη exp

(
−E

′

N0

sin2η

)
dη

(5.6)

Figure 5.6: Performance Curves: Binary DDPSK Vs. Binary DPSK with Normalized
Frequency Offsets fdT [Adapted from (van Alphen and Lindsey, 1994)]

It has been shown (M. Simon and Divsalar, 1992) that a 2dB SNR advantage over

classical DDPSK can be obtained by choosing a delay of 2T rather than T in the first

stage of the encoder and the second stage of the decoder under AWGN scenario. This

improvement in performance could understood by noting the difference in the noise
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Figure 5.7: Frequency Offsets Yielding PDPSK(E ′) = PDDPSK(E ′) [Adapted from
(van Alphen and Lindsey, 1994)]

output in the two scenarios.

Figure 5.8: T/T Double Differential Scheme

The noise output of T/T scheme is given by η(t) − 2η(t − T ) + η(t − 3T ). The

noise terms are repeated in this scheme.

The noise output of T/2T scheme is given by η(t)−η(t−T )−η(t−2T )+η(t−3T ).

The noise terms are NOT repeated in this scheme.

In the absence of frequency error, the exact performance binary DDPSK is given by

(M. Simon and Divsalar, 1992)
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Figure 5.9: T/2T Double Differential Scheme

For T/T Delay Combination:

PE =
1

2
−
√
π

4

(
E

N0

)3/2

exp

(
−3

2

E

N0

)
×
∞∑
m=0

(−1)m

2m+ 1

{
Im

(
E

2N0

)
+ Im+1

(
E

2N0

)}2

×
{
I2m+1/2

(
E

2N0

)
+ I2m+1+1/2

(
E

2N0

)} (5.7)

For T/2T Delay Combination:

PE =
1

2
− π

8

(
E

N0

)2

exp

(
−2E

N0

) ∞∑
m=0

−1)m

2m+ 1

×
{
Im

(
E

2N0

)
+ Im+1

(
E

2N0

)}4
(5.8)

where Im(x.) is the modified Bessel function of the first kind of order m and argument

x. PE for both the cases are plotted in Fig. 5.10

A summary of Comparison of Time and Frequency Domain Single and Double

Differential Schemes are given in the table Table 5.1 (Islam et al., 2007)

5.5 Single Tx Antenna vs. Multiple Tx Antenna

Space-time codes such as Alamouti codes provide transmit diversity with only linear

processing complexity at the receiver. Differential STBC schemes with two or more

(H. Jafarkhani and Tarokh, 2001) transmit antennas have been proposed for flat fading

channels. The advantage of differential schemes is that they do not require CSIR. (S.
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Figure 5.10: Advantage of T/2T Double Differential Scheme in AWGN [Adapted from
(M. Simon and Divsalar, 1992)]
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Table 5.1: Summary of Comparison of Time and Frequency Domain Single and Double
Differential Schemes

N. Diggavi et al., 2002) combines this form of differential coding with OFDM for sig-

nal transmission over frequency selective fading channels. Generalizing single-antenna

double differential coding ideas to space-time context, Double Differential Space-Time

Block Codes (DDSTBC) for Time-Selective Fading Channels have been developed

(Zhiqiang Liu and Giannakis, 2001). DDSTBC can recover the information symbols

with antenna diversity gains without estimating the channel at the receiver regardless of

frequency offsets, hence is suitable for UWA applications.
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CHAPTER 6

Conclusions and Future Works

6.1 Conclusions

An overview of the unique challenges in underwater acoustic (UWA) communication

in ocean environment is presented. The UWA channel is compared with conventional

RF channels. Several design considerations applicable to the physical layer design of

a UWA communication system is described based on field measurements. The unique

problems in synchronization under high Doppler are described highlighting the key

differences in the way Doppler affects the RF and UWA channels.

A novel timing synchronization mechanism has been introduced in this study which

caters for both the sampling skew offset and the Doppler shift between the transmitter

and the receiver. The method is analysed under different scenarios both theoretically

and by simulation. The trade-offs and performance bounds involved are clearly brought

out.

A practical re-sampling filter with arbitrary re-sampling factor is designed and anal-

ysed its performance. Showed that re-sampling/rescaling in time essentially convert the

wideband problem in to a narrowband problem. At this stage, conventional synchro-

nization techniques applicable to narrowband OFDM systems have become relevant.

Hence, a comparative study of such techniques available in literature has been carried

out.

Doppler tolerant waveforms and modulation schemes are studied using analytical

tools and simulation. Several unconventional techniques to combat uncertainties in

Phase and Phase Derivatives are studies to further improve the robustness of the system.

In addition to simulation, the techniques are tried out in realistic environments with a

Software Defined LabVIEW Test bed and with respect to the earlier field measurements

carried at NPOL test facilities. Throughout the work, the focus was on the immediate



practical applicability of the techniques to improve the performance and robustness of

the existing operational system.

6.2 Future Works

Owing to the absence of good statistical models for UWA channels, we have to resort

to the field demonstration to completely validate the schemes that have emerged out.

The system has to be tested under several channel conditions with different settings to

build confidence. In addition to this, several channel sounding techniques mentioned in

the thesis has to be carried out to better characterize the UWA channel. The transmit

diversity schemes described using multiple transmit antennas has to be experimentally

verified.
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APPENDIX A

Software Defined LabVIEW Test bed for Acoustic

OFDM

We have seen in Chapter 1 that unlike in a radio channel, where a number of mod-

els for both the probability distribution (e.g., Rayleigh fading) and the power spectral

density of the fading process (e.g., the Jakes’ model) are well accepted and even stan-

dardized, there is no consensus on statistical characterization of acoustic communica-

tion channels. Quoting Milica Stojanovic "In the absence of good statistical models

for simulation, experimental demonstration of candidate communication schemes re-

mains a de facto standard" (Stojanovic, 2009). A software defined LabVIEW testbed

for Acoustic OFDM is developed and tested.The Transmitter and Receiver Algorithms

were developed in National Instruments LabVIEW/ MathWorks MATLAB Software.

NI USB DAQ is preferred instead of Laptop Sound card because of its better control

and accuracy(±100ppm max) of sampling frequency due to superior crystal used. The

test-bed set-up is shown in the Fig. A.1

Figure A.1: The Test-bed Set-up

A snapshot of GUI at the transmitter and receiver are shown in Fig. A.2 and Fig. A.3

respectively.



Figure A.2: GUI for Transmitter

Figure A.3: GUI for Receiver
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The real-time display showing the Time Series and Spectrogram of the received

signal is shown in Fig. A.4. The initial chirp followed by OFDM signal receiving can

be clearly seen in the display.

Figure A.4: Real-time Display Showing the Time Series and Spectrogram of the Re-
ceived Signal.

The display showing the matched filter output crossing the detection threshold is

shown in Fig. A.5. The red line is used to adjust the detection threshold at the Receiver.

The real-time Spectrum Analyzer at the receiver is shown in Fig. C.1
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Figure A.5: Matched Filter output crossing the Detection Threshold.

Figure A.6: The real-time Spectrum Analyzer at the receiver
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APPENDIX B

Underwater Acoustics: Effects on Communication

Systems Design

In this section, we discuss the effects of the ocean environment on the performance of

underwater wireless communication systems. The aim of this section is to describe the

various environmental factors that play a key role in the design of acoustic communica-

tion systems.

Figure B.1: Attenuation of Electromagnetic and Acoustic Waves in Seawater

The traditional RF wireless communication systems uses electromagnetic waves as

the physical medium for data transfer. Such an eventuality is ruled out in the case of un-

derwater wireless systems due to the large attenuation offered by the acoustic medium

to electromagnetic waves (Coates, 2002). Fig. B.11 illustrates the typical attenuation

characteristics offered by seawater for both electromagnetic waves and acoustic waves.
1Fig. B.1 is adapted from (Coates, 2002)



It can be seen that for all practical purposes, the attenuation profile of electromagnetic

waves is unacceptable for any reasonable desirous range performance. Note also the

increased attenuation (almost linear) with increase in frequency in the case of acous-

tic waves also. The main inference to be made is that the range performance of an

underwater communication system has primarily to do with the choice of the carrier

frequency bands which are used for the data transmission. In addition to the transmis-

sion loss which we will deal in detail in the next section, there is also the phenomenon

of reverberation and scattering (Uricks, 1975). More serious is the multipath which is

prevalent in shallow waters. The presence of the multipath will lead to a range-data rate

trade off or range-dependant capacity for the underwater acoustic channel (Stojanovic,

2006).

B.1 Attenuation

A distinguishing property of acoustic channels is the fact that path loss depends on

the signal frequency. This dependence is a consequence of absorption (i.e., transfer of

acoustic energy into heat).

Figure B.2: Absorption coefficient, 10 log a(f) in dB/km.

In addition to the absorption loss, the signal experiences a spreading loss, which
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increases with distance. The overall path loss is given by (Stojanovic, 2009)

A(l, f) = (l/lr)
ka(f)l−lr (B.1)

where f is the signal frequency and l is the transmission distance, taken in reference

to some lr. The path loss exponent k models the spreading loss, and its usual values

are between 1 and 2 (for cylindrical and spherical spreading, respectively). The absorp-

tion coefficient a(f) can be obtained using an empirical formula (L. Berkhovskikh and

Lysanov, 1982). Fig. B.22 illustrates its rapid increase with frequency.

B.2 Ambient Noise

The main sources of ambient noise in ocean are turbulence, shipping, surface agitation

(wave action) and thermal noise. The ocean ambient noise is seen to have typical 1/f

frequency spectral characteristics at lower frequency range. While this noise is often

approximated as Gaussian, it is not white. Unlike ambient noise, site-specific noise

often contains significant non-Gaussian components. The typical deep water ambient

spectrum noise level is indicated in Fig. B.33. The power spectral density of ambient

noise decays at a rate of approximately 18 dB/decade The following empirical relations

give the power spectral density of the four noise components in dB re 1µPa/Hz as a

function of the frequency in kHz (Chitre, 2007),(W. B. Yang and Yang, 2006), (Preisig,

2007).

An acoustic signal propagates as a pressure wave, whose power is measured in

Pascals (commonly, in dB relative to a micro Pascal). In seawater, 1 W of radiated

acoustic power creates a sound field of intensity 172dB re µPa @1m away from the

source.
2Fig. B.2 is adapted from (Stojanovic, 2009)
3Fig. B.3 is adapted from (Coates, 2002)
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Figure B.3: Ambient Spectrum Noise Level

10logNt(f) = 17− 30log(f) (B.2a)

10logNs(f) = 40 + 20(s− 0.5) + 26log(f)− 60log(f + 0.3) (B.2b)

10logNw(f) = 50 + 7.5w0.5 + 20log(f)− 40log(f + 0.4) (B.2c)

10logNth(f) = −15 + 20log(f) (B.2d)

where the variables is an indication of the shipping activity which takes values in the

range (0,1), the variable w is the wind speed in m/s. The overall p.s.d of the ambient

noiseN(f) = Nt +Ns +Nw +Nth is as illustrated above. The spatial variability of the

ambient noise is another factor which has to be considered. The range of ambient noise

capable of corrupting the communication system is given in Fig. B.44.

The locations at which the system is to be deployed will influence the noise margins

to be considered at the design stage. Taking into consideration, the actual transmission

4Fig. B.4 is adapted from (Coates, 2002)
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Figure B.4: Location Dependence of Ambient Spectrum Noise Level.Adapted from
(Coates, 2002)

bandwidth B Hz, the noise level can be computed as

NL = NSL+ 10log10(B) (B.3)

B.3 Maximum Achievable Range

In the earlier section, it was mentioned that the carrier signal attenuation is dependent on

the transmitting frequency. The following Fig. B.55 illustrates the maximum achievable

range as a function of the transmitting frequency. It can be seen from the plot that the

carrier frequency influences the design of the acoustic modem significantly. The choice

of the hardware and transducers will be critically influenced by this single factor. A

practical implication of this is that depending on the applications requirements, range

must be decided before hand while designing a particular underwater wireless system.

Moreover, Coates mentions that "Once attenuation loss sets in, a threshold develops

5Fig. B.5 is adapted from (Coates, 2002)
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after which there is no advantage to be gained by trying to attain greater range by

pumping in more power" (Coates, 1989).

Figure B.5: Maximum Achievable Range as a function of Frequency

Another important factor to be considered is the variation of maximum achievable

range as a function of transmitted power. There exists a range of required power from

a best possible scenario to a worst possible scenario for a given carrier frequency. The

choice of the projector and receiving hydrophone (whether directive) also influences the

system. Fig. B.66 illustrates the relation of range as a function of transmitted frequency

and power of transmission for two separate cases. In the first case, the left side of the

graph gives the value of required power assuming that there is no directive gain from

the transducers.

The right side of the graph gives the required power assuming a directive gain of 20

dB. The graph can be used as follows: if the required range is 2 Km, from the plot, we

can infer that the maximum allowable frequency is 100 kHz. The worst case power is

of the order of 1 W and the best case power is of the order of 1mW which depends on

the environmental conditions.

The attenuation, which grows with frequency, and the noise, whose spectrum decays

with frequency, result in a signal-to-noise ratio (SNR) that varies over the signal band-

6Fig. B.6 is adapted from (Coates, 2002)
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Figure B.6: Maximum Achievable Range as a function of Transmitted Power

width. If one defines a narrowband of frequencies of width ∆f around some frequency

f , the SNR in this band can be expressed as

SNR(l, f) = Sf/A(l, f)N(f) (B.4)

where Sl(f) is the power spectral density of the transmitted signal. For any given

distance, the narrowband SNR is thus a function of frequency, as shown in Fig. B.7.

From Fig. B.77 it is apparent that the acoustic bandwidth depends on the transmis-

sion distance. In particular, the bandwidth and power needed to achieve a pre-specified

SNR over some distance can be approximated as B(l) = bl−b, P (l) = ply , where

the coefficients b, p and the exponentsβ ∈ (0, 1), y ≥ 1 depend on the target SNR,

the parameters of the acoustic path loss, and the ambient noise (Stojanovic, 2006).

The bandwidth is severely limited at longer distances: at 100 km, only about 1kHz

is available. At shorter distances, the bandwidth increases, but will ultimately be lim-

ited by that of the transducer. The fact that bandwidth is limited implies the need for

bandwidth-efficient modulation methods if more than 1 b/s/Hz is to be achieved over

these channels.
7Fig. B.7 is adapted from (Stojanovic, 2009)
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Figure B.7: Signal-to-noise ratio in an acoustic channel depends on the frequency and
distance through the factor 1/A(l, f)N(f)

B.4 Multipath

Multipath formation in the ocean is governed by two effects: sound reflection at the

surface, bottom, and any objects, and sound refraction in the water. The latter is a

consequence of the spatial variability of sound speed. Fig. B.88 illustrates the two

mechanisms.

Figure B.8: Multipath formation in shallow and deep water.

Typical sound speed profile as a function of depth and the corresponding ocean
8Fig. B.8 is adapted from (Stojanovic, 2009)
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cross-section is shown in Fig. B.99

Figure B.9: Sound speed as a function of depth and the corresponding ocean cross-
section

The sound speed v is controlled by two physical properties of the medium, namely

its bulk modulus, K and its density,. The inter-relationship between these various quan-

tities is given by the following equation, which is attributed to Newton.

v =
√
K/ρ (B.5)

In distilled water at 20 degree C and at standard atmospheric pressure, the sound

speed is 1481 m/s. In practice, constraints in measurement accuracy of K and ρ limit

the value of this equation in providing a prediction of sound speed. It is, perhaps, suffi-

cient to note that both density and elasticity are quantities which depend upon temper-

ature, T, pressure, P and, for sea-water, chemical composition. Chemical composition

is typically expressed in terms of salinity, S and more recently in terms of electrical

conductivity, G. Consequently, sound speed may be expressed, to adequate accuracy, as

some suitable function of temperature, pressure (or depth, Z) and salinity (or conductiv-

ity). i.e., v = f(T, P, S), which vary with depth and location; and a ray of sound always

bends toward the region of lower propagation speed, obeying Snell’s law. Near the sur-

face, both the temperature and pressure are usually constant, as is the sound speed.
9Fig. B.9 is adapted from (Stojanovic, 2009)
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In temperate climates the temperature decreases as depth begins to increase, while the

pressure increase is not enough to offset the effect on the sound speed. The sound speed

thus decreases in the region called the main thermocline. After some depth, the tem-

perature reaches a constant level of 40C, and from there on, the sound speed increases

with depth (pressure). When a source launches a beam of rays, each ray will follow

a slightly different path, and a receiver placed at some distance will observe multiple

signal arrivals. Note that a ray travelling over a longer path may do so at a higher speed,

thus reaching the receiver before a direct stronger ray. This phenomenon results in a

non-minimum phase channel response.

B.5 Time Variability

There are two sources of the channel’s time variability: inherent changes in the propaga-

tion medium and those that occur because of the transmitter/receiver motion. Inherent

changes range from those that occur on very long time-scales that do not affect the in-

stantaneous level of a communication signal (e.g., monthly changes in temperature) to

those that occur on short time-scales and affect the signal. Prominent among the latter

are changes induced by surface waves, which effectively cause the displacement of the

reflection point, resulting in both scattering of the signal and Doppler spreading due

to the changing path length. Unlike in a radio channel, where a number of models for

both the probability distribution (e.g., Rayleigh fading) and the power spectral density

of the fading process (e.g., the Jakes’ model) are well-accepted and even standardized,

there is no consensus on statistical characterization of acoustic communication chan-

nels. Experimental results suggest that some channels may just as well be characterized

as deterministic, while others seem to exhibit Ricean or Rayleigh fading (Chitre, 2007).

However, current research indicates K-distributed fading in other environments (Preisig,

2007). Channel coherence times below 100 ms have been observed (M. Stojanovic and

Proakis, 1993) but not often. For a general-purpose design, one may consider coherence

times on the order of hundreds of milliseconds. In the absence of good statistical mod-

els for simulation, experimental demonstration of candidate communication schemes

remains the only option.

119



APPENDIX C

Derivation of CRLB for the Estimation of Packet

Duration

The derivation of (2.58) is given in this appendix.

C.1 ML Estimator for Delay (Range): CRLB

We have seen that the Doppler parameter ′a′ can be estimated from the received packet

length. This brings us to the most critical analysis-that of finding a maximum likelihood

(ML) estimator for the received packet length. We have derived from first principles,

a scheme which in addition being analytically tractable with respect to performance

parameters is also compact and efficient with respect to implementation. The signals

that are used as preamble/postamble need to have some desirable properties which will

be discussed in detail. As a first step, we will use the results for ML estimation of

range/delay and obtain the expression for it’s Cramer Rao Lower Bound(CRLB). This

part of derivation is based on well-known theory (Kay, 1995). As the second step, we

derive the ML estimator of the received packet length.

If a single pulse is transmitted, the trip delay τ0 from the transmitter to the receiver

is related to the distance R as τo = R/cs where cs is the velocity of sound propagation.

Given that s(t) is transmitted, a simple model for the received continuous waveform

assuming an observation interval T is

x(t) = s(t− τ0) + w(t) 0 ≤ t ≤ T (C.1)

The transmitted signal pulse is assumed to be non-zero over the interval [0, Tp] with

a bandwidth of B Hz. Here we have neglected the doppler scale ′a′ for the pulse of

duration Tp. If we bound the maximum delay to τ0max, then the observation interval

is chosen so as to include the entire signal by letting T = Tp + τ0max. The noise is



modelled as band-limited Gaussian with a bandwidth B Hz. The continuous received

waveform is sampled at the Nyquist rate (samples taken at ever ∆ = 1/(2B) seconds)

to form the observed data

x(n) = s(n∆− τ0 + w(n)) n = 0, 1, . . . , N − 1 (C.2)

The additive noise w[n] is IID since the samples are separated by k∆ = k/(2B) which

corresponds to the zero crossings of the auto correlation function of w(t) (Kay, 1995).

For independence in the case of Gaussian process, interrelatedness is sufficient. Due to

the band-limiting, the variance of the noise σw = N0B where N0 is the power spectral

density of the unfiltered noise process. The discrete model for the received signal can

be written as

x[n] =


w[n]; 0 ≤ n ≤ n0 − 1

s(n∆− τ0) + w[n]; n0 ≤ n ≤ n0 +Np

w[n]; n0 +Np ≤ n ≤ N − 1

(C.3)

where Np is the length of the sampled signal and n0 = τ0/∆ is the delay in samples.

We assume that ∆ is small so that n0 can be approximated by an integer value. Due to

IID nature of the additive Gaussian noise, The likelihood PDF can be written as

p(x;n0) =

n0−1∏
n=1

1√
2πσ2

exp

[
− 1

2σ2
x2[n]

]
n0+Np−1∏
n=n0

1√
2πσ2

exp

[
− 1

2σ2
(x[n]− s[n− n0])2

]
N−1∏

n=n0+Np

1√
2πσ2

exp

[
− 1

2σ2
x2[n]

]
(C.4)

The likelihood function gets simplified by collecting the common terms as

p(x;n0) =
1

(2πσ2)N/2
exp

[
− 1

2σ2

N−1∑
n=0

x2[n]

]
n0+Np−1∏
n=n0

exp

[
− 1

2σ2
(−2x[n]s[n− n0] + s2[n− n0])

] (C.5)
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The MLE n0 is the argument that maximizes the term

arg max
n0

{
exp

[
− 1

2σ2

n0+Np−1∑
n=n0

(
−2x[n]s[n− n0] + s2[n− n0]

)]}
(C.6)

or equivalently the argument that minimizes the term

arg min
n0

{
n0+Np−1∑
n=n0

(
−2x[n]s[n− n0] + s2[n− n0]

)}
(C.7)

The term
∑n0+Np−1

n=n0
s2[n − n0] =

∑Np−1
n=n0

s2[n] is not a function of n0. Hence the

MLE of n0 is the argument that maximizes the term

arg max
n0

{
n0+Np−1∑
n=n0

(x[n]s[n− n0])

}
(C.8)

Note that the MLE of the delay n0 is obtained by correlating the data with all the

possible received signals and then choosing the index at which the correlation attains the

maximum. The Cramer Rao lower bound for the estimator can be derived as follows:

The CRLB is given by the expression

var(θ̂) ≥ σ2∑N−1
n=0

(
∂s[n;θ]
∂θ

)2 (C.9)

where θ is the parameter of interest and the measurement model is given by

x[n] = s[n; θ] + w[n] n = 0, 1, · · · , N − 1 (C.10)

σ is the variance of the additive white Gaussian noise. The dependence of the signal on

the parameter θ is explicitly given by the likelihood function

p(x; θ) =
1

(2πσ2)N/2
exp

{
− 1

2σ2

N−1∑
n=0

(x[n]− s[n; θ])2

}
(C.11)
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Substituting (C.3) in (C.10), we get

var(τ̂0) ≥ σ2∑N−1
n=0

(
∂s[n;τ0]
∂τ0

)2 =
σ2∑n0+Np−1

n=n0

(
∂s[nτ−τ0]

∂τ0

)2

=
σ2∑n0+Np−1

n=n0

(
ds(t)
dt
|t=n∆−τ0

)2 =
σ2∑Np−1

n=0

(
ds(t)
dt
|t=n∆

)2

(C.12)

since τ0 = n0∆. We can assume ∆ is small so that the discrete sum can be replaced by

the integral to obtain1

var(τ̂0) ≥ σ2

1
∆

∫ Tp
0

(
ds(t)
dt

)2 (C.13)

Noting that ∆ = 1/(2B) and σ2 = N0B, we get

var(τ̂0) ≥ N0/2∫ Tp
0

(
ds(t)
dt

)2 (C.14)

The energy ε of a pulse s(t) is given by ε =
∫ Tp

0
s2(t)dt The term ε

(N0/2)
is the SNR

of the pulse signal (H. L. VanTrees, 2001). If S(f) is the Fourier transform of s(t), the

mean square bandwidth of the signal B2 is given by

B =

∫∞
−∞(2πf)2|S(f)|2df∫∞
−∞ |S(f)|2df

(C.15)

By using the properties of the Fourier transform, the above expression can be written as

B =

∫ Tp
0

(
ds(t)
dt

)2

dt∫ Tp
0
s2(t)dt

(C.16)

On substituting in (C.14), we get

var(τ̂0) ≥ 1(
ε

N0/2

)B (C.17)

1The transformation from (C.12) to (C.13) is obtained by the Riemann integral
∫ b

a
g(x)dx ∼=∑N−1

n=0

{∫ xn+

xn
g(x)dx

}
∼=

∑N−1
n1=0 ∆g(xn1) where n1 is the midpoint of [(n + 1), n]. =⇒

1
∆

∫ b

a
g(x)dx ∼=

∑N−1
n1=0 g(xn1)

2for all practical purposes, we can consider the mean square bandwidth as the same as the bandwidth
of the signal
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From the expression in (C.17) it is clear that for a large bandwidth signal, the lower will

be the Cramer Rao lower bound in the variance. This result is of utmost importance and

we will use the same in deriving the high resolution ML Doppler scale estimator ′a′.

C.2 ML Estimator for Packet Length

Figure C.1: ML Estimator for Received packet Length

With reference to Fig. C.1, the transmitted signal x(t) is composed of two pulses of

the signal waveform s(t) with pulse width Tp seconds. The separation between them

is T seconds. The pulses are transmitted and received. Due to the relative velocity the

pulse width as well as the separation changes to T ′p and T ′ respectively. The received

signal y(t) can be expressed as

y(t) = x(t) + n(t) (C.18)

where n(t) is AWGN distributed asN(0, σ2). Consider the scenario as given in Fig. C.1,

there are two pulses of width T ′p(N
′
p samples) separated by a distance T ′ (N ′ samples).

It is needed to estimate T ′ given that we know all the properties of the pulse waveforms.

The observation interval T0 (N0 samples) is chosen so as to encompass both the pulses

and also ensuring that at least one pulse is within the time interval T0/2. Given the

measured signal y(t) over the observation interval T0, the ML estimator of T ′ can be
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written as

T ′ =
T0

2
+ arg max

ζ

{∫ Tp

0

y(t)s(t− ζ)dt

}
T0
2
≤t≤T0

− arg max
ζ

{∫ Tp

0

y(t)s(t− ζ)dt

}
0≤t≤T0

2

(C.19)

Note that the time of integration is Tp since we are correlating with the original trans-

mitted signal s(t). In discrete time, the above expression can be written as

N ′ =
N0

2
+ arg max

m

{
Np−1∑

0

y[i]s[i−m]dt

}
N0
2

+1≤i≤N0

− arg max
m

{
Np−1∑

0

y[i]s[i−m]dt

}
0≤i≤N0

2

(C.20)

On comparing (C.17) and (C.20), we can see that the ML estimator of the Packet

length can be interpreted in terms of two independent range/delay measurements. From

Fig. C.1, we also know that the relative movement in the time duration between the

pulses causes the time scaling effect. Thus the two pulses get received from two sepa-

rate ranges due to the motion of the receiver. This observation is going to play a very

crucial role in the choice of the waveform for the transmit pulses. The notion of two

independent measurements is very critical and necessary. From the mathematical ex-

pression in (C.20), we can infer that the two range/propagation delay measurements

individually will have a CRLB as given in (C.17). Since the measurements are indepen-

dent, the variances will add up for the packet length estimate. The Cramer Rao lower

bound for the packet length estimate is thus given by

var(T̂ ′) ≥ 2(
ε

N0/2

)B (C.21)

As in the case of delay estimation, we see that the signal bandwidth is a critical

parameter in deciding the estimator accuracy. The CRLB expression does not give any

insight into other desirable properties that the waveform should possess.
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